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Abstract: We present a comprehensive analysis of 2-charge fuzzball solutions, that is,

horizon-free non-singular solutions of IIB supergravity characterized by a curve on R4. We

propose a precise map that relates any given curve to a specific superposition of R ground

states of the D1-D5 system. To test this proposal we compute the holographic 1-point

functions associated with these solutions, namely the conserved charges and the vacuum

expectation values of chiral primary operators of the boundary theory, and find perfect

agreement within the approximations used. In particular, all kinematical constraints are

satisfied and the proposal is compatible with dynamical constraints although detailed quan-

titative tests would require going beyond the leading supergravity approximation. We also

discuss which geometries may be dual to a given R ground state. We present the general

asymptotic form that such solutions must have and present exact solutions which have such

asymptotics and therefore pass all kinematical constraints. Dynamical constraints would

again require going beyond the leading supergravity approximation.
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1. Introduction, summary of results and conclusions

An interesting proposal for the gravitational nature of black hole microstates has emerged

over the last few years [1 – 3]; see also [4 – 6], and [7] for a review. According to this proposal

there should exist a horizon free geometry associated with each black hole microstate.1

These solutions should approach the original black hole geometry asymptotically and they

should generically differ from each other up to the horizon scale; in a sense the interior

of the horizon is replaced by a fuzzball. In this picture the black hole provides only the

average statistical description; the true description is in terms of the horizon free microstate

geometries.

Such a picture would resolve long standing puzzles associated with black hole physics

such as the information loss paradox since the underlying physics of the black hole would

not be conceptually different from that of a distant star, with the temperature and entropy

1Note however that in general only a subset of the solutions will have small enough curvatures to be

accurately described by supergravity.
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being of a statistical origin. It is thus important to scrutinize the current evidence and

further develop this proposal.

The fuzzball proposal requires the existence of exponential numbers of horizon free

solutions. So the most basic question is whether one can find such a number of solutions

with the required properties. A crucial issue here is what precisely are the “required

properties”. Furthermore, to utilize this proposal and to address questions such as how the

Hawking temperature and other black hole properties emerge one would like to understand

the precise relation between solutions and microstates.

A test case for the fuzzball proposal has been the 2-charge D1-D5 system. This is a 1/4

supersymmetric system and the “naive” black hole geometry has a near-horizon geometry

of the form AdS3 × S3 × M , where M is either T 4 or K3. The naive geometry has a

naked singularity but one expects that a horizon would emerge from α′ corrections. At any

rate, the description in terms of D-branes (at weak coupling) is well defined and one can

obtain a statistical entropy in much the same way as for the 3 charge geometry which has

a finite radius horizon. Indeed, the D1-D5 system can be mapped by dualities to a system

of a fundamental string carrying momentum modes and the degeneracy of the system can

be computed by standard methods. To be more specific, let us take M = T 4; then the

degeneracy is the same as that of 8 bosonic and 8 fermionic oscillators at level N = n1n5,

where n1 and n5 are the number of D1 and D5 branes, respectively. The fuzzball proposal

in this context is that there should exist an exponential number of horizon free solutions,

one for each microstate, each carrying these two D-brane charges.

An exponential number of solutions was constructed by Lunin and Mathur in [1] and

proposed to correspond to microstates. These were found by dualizing a subset of the FP

solutions [8, 9], namely those that are associated with excitations of four bosonic oscillators.

These provide enough solutions to account for a finite fraction of the entropy but one still

needs an exponential number of solutions (associated with the additional four bosonic

and eight fermionic oscillators in the example of T 4) to account for the total entropy.

Such solutions, related to the odd cohomology of T 4 and the middle cohomology of the

internal manifold have been discussed in [10] and [3], respectively, and we will complete

this program in a forthcoming publication [11]. We thus indeed find that there are an

appropriate number of solutions to account for all of the D1-D5 entropy.2

Do these solutions, however, have the right properties to be associated with D1-D5

microstates, and if yes, what is the precise relation? The aim of this paper is to address

this question for the solutions corresponding to the universal sector of the T 4 and K3

compactifications.

As mentioned above the solutions of interest were obtained by dualizing FP solutions

so let us briefly review these solutions and their relation to string perturbative states. A

more detailed discussion will be given in section 2. The FP solutions (which are general

chiral null models) involve the metric, B-field and the dilaton and are characterized by

a null curve F I(x+) with I = 1, . . . , 8 in R8. The solution describes the long range fields

2Note however that this is a continuous family of supergravity solutions. To properly count them one

needs to appropriately quantize them. Such a quantization has been discussed in [12], see also [13, 14] for

a counting using supertubes.
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sourced by a string wrapping one compact direction and having a transverse profile given by

the null curve F I(x+). The ADM conserved charges, i.e. the mass, momentum and angular

momentum, associated with this solution are given precisely by the energy, momentum and

angular momentum of the classical string that sources the solution.

On general grounds, one would expect that this classical string should be produced

by a coherent state of string oscillators. Indeed, we show in section 2 that associated to a

classical curve F I(x+),

F I(x+) =
∑

n>0

1√
n

(
αI

ne
−in

“

x+

wR9

”

+ (αI
n)∗e

in
“

x+

wR9

”)
, (1.1)

where x+ = x0 +x9, x9 is the compact direction of radius R9, w is the winding number and

αI
n are (complex) numerical coefficients, there is a coherent state |F I) of the first quantized

string in an unconventional lightcone gauge with x+ = wR9σ+, where σ+ is a worldsheet

lightcone coordinate, such that the expectation value of all conserved charges match the

conserved charges associated with the solution. More precisely, let

XI =
∑

n>0

1√
n

(
âI

ne−inσ+ + (âI
n)†einσ+

)
(1.2)

be the 8 transverse left moving coordinates with âI
n the quantum oscillators normalized

such that [âI
n, (âJ

m)†] = δIJδmn. The corresponding coherent state is given by

|F I) =
∏

n,I

|αI
n) (1.3)

where |αI
n) is a coherent state of the left-moving oscillator âI

n, i.e. it satisfies âI
n|αI

n) =

αI
n|αI

n), and the eigenvalues αI
n are the coefficients appearing in (1.1). By construction

(F I |XI |F I) = F I (1.4)

with root mean deviation of order 1/
√

m, where m ≡ (F I |m̂|F I) the expectation value of

the occupation operator3 m̂ =
∑

âI
−nâI

n. In other words, the expectation value is given by

the classical string that sources the solution, and this is an accurate description as long as

the excitation numbers are high. For low excitation numbers the state produced is fuzzy

and the supergravity solution would require quantum corrections (as one would indeed

expect). Note that the right-movers are in their ground state throughout this discussion.

Given winding w and momentum p9 quantum numbers there are also corresponding

Fock states ∏
(âI

−nI )
mI |0〉, NL =

∑
nImI = −wp9 (1.5)

where NL is the total left-moving excitation level (mI are integers). It is sometimes stated

in the literature that the solutions of [8, 9] represent these states. This cannot be exactly

3Usually the occupation operator is called N but we reserve this letter for the level of the Fock states,

N =
P

nâI
−nâI

n. Note also that after the duality to the D1-D5 system the occupation number becomes the

eigenvalue of j3 which is usually called m.
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correct as the string coordinates have zero expectation on these states, so semiclassically

they do not produce the required source. The statement is however approximately correct

since these states strongly overlap with the corresponding coherent state for high exci-

tation numbers. So in the regime where supergravity is valid the coherent state can be

approximated by Fock states. Notice that one can organize the Fock states (1.5) into eigen-

states of the angular momentum operator by using as building blocks linear combination

of oscillators that themselves are eigenstates (e.g. (âI
−n ± iâI+1

−n )). The coherent states are

however (infinite) superpositions of states with different angular momenta and are thus not

eigenstates of the angular momentum operator.

We now return to the discussion of the dual D1-D5 system. The solutions of [1] were

obtained by dualizing the FP solutions we just discussed but with a curve that is restricted

to lie on R4. The corresponding underlying states are now R ground states of the CFT

associated with the D1-D5 system. This CFT is a deformation of a sigma model with target

space the symmetric product of the compactification manifold X, SN (X) (N = n1n5 and

n1, n5 are the number of D1 and D5 branes). The R ground states can be obtained by

spectral flow of the chiral primaries of the NS sector. Recall that the chiral primaries are

associated with the cohomology of the internal space. For the discussion at hand only

the universal cohomology is relevant and this leads (after spectral flow) to the following R

ground states ∏
(OR(±,±)

nl
)ml |0〉

∑
nlml = N = n1n5 , (1.6)

where nl is the twist, ml are integers and the superscripts denote (twice) the R-charges of

the operator. Here the ground states are described in the language of the orbifold CFT;

each ground state of the latter will map to a ground state of the deformed CFT. Notice

that there is 1-1 correspondence between these states and the Fock states in (1.5). Namely

one can map the operators OR(±,±) to the harmonic oscillators,4

â±12
n ↔ OR(∓,∓)

n , â±34
n ↔ OR(±,∓)

n . (1.7)

where â±12
n ≡ (â1

n ± iâ2
n)/

√
2 and â±34

n ≡ (â3
n ± iâ4

n)/
√

2. In particular, the frequency n is

mapped to the twist of the operator and the R-charge to the angular momentum in the

1-2 and 3-4 plane. However, the underlying algebra of these operators is different from the

algebra of the harmonic oscillators.

Motivated by this correspondence it was proposed in [1] that each of the solutions

obtained via dualities from the FP solution corresponds to a R ground state and via

spectral flow to a chiral primary [2]. One of the original motivations for this work was

to understand how such a map might work. Whilst it was clear from these works that

the frequencies involved in the Fourier decomposition of the curve should map to twists of

operators, it was unclear what the meaning of the amplitudes is in general and moreover a

generic curve has far more parameters than an operator of the form (1.6). In our discussion

of the FP system we have seen that the geometry is more properly viewed as dual to a

4This correspondence straightforwardly extends to the general case where all R ground states are con-

sidered and all bosonic and fermionic oscillators are used in (1.5)
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coherent state rather than a single Fock state. The coherent state however viewed as linear

superposition of Fock states (see (2.18)) contains states that do not satisfy the constraint

NL = −p9w and therefore do not map to R ground states after the dualities. This then

leads to the following proposal for the map between geometries and states [15]:5

Given a curve F i(v) we construct the corresponding coherent state in the FP system

and then find which Fock states in this coherent state satisfy NL = −p9w. Applying the

map (1.7) then yields the superposition of R ground states that is proposed to be dual to

the D1-D5 geometry.

Let us see how this works in some simple examples. The simplest case is that of a

circular planar curve that we may take to lie in the 1-2 plane:

F 1(v) =

√
2N

n
cos 2πn

v

L
, F 2(v) =

√
2N

n
sin 2πn

v

L
, F 3 = F 4 = 0, (1.8)

where L is the length of the curve and the overall factors are fixed by requiring that the

solution has the correct charges (this will be explained in the main text). The corresponding

coherent state can immediately be read off from the curve

|a−12
n ; a+12

n ; a−34
n ; a+34

n ) = |
√

N/n; 0; 0; 0). (1.9)

In this case there is a single state with NL = N = −wp9 contained in this coherent state,

namely

|N/n〉 = (â−12
−n )N/n|0〉. (1.10)

Using the map (1.7) we get that the D1-D5 solution based on the circle is dual to the R

ground state

|circle) =
(
OR(+,+)

n

)N/n
(1.11)

which was the proposal in [1].

As soon as one moves to more complicated curves, however, the correspondence be-

comes more complex, as there is more than one Fock state with NL = −wp9. For example

the next simplest case is the solution based on an ellipse

F 1(v) =

√
2N

n
a cos 2πn

v

L
, F 2(v) =

√
2N

n
b sin 2πn

v

L
, F 3 = F 4 = 0, (1.12)

with a2 + b2 = 2. Following our prescription we obtain the following superposition

|ellipse) =

N/n∑

k=0

1

2
N
n

√
(N

n )!

(N
n − k)!k!

(a + b)
N
n
−k(a − b)k

(
OR(+,+)

n

)N
n
−k (

OR(−,−)
n

)k
, (1.13)

as is explained in section 2.3. The superposition for a general curve will involve a large

number of Fock states.

5A map between density matrices of the CFT states built from 4 bosonic oscillators and modified fuzzball

solutions has been recently discussed in [16]. Here we provide a map between the original fuzzball solutions

and superpositions of R ground states of the D1-D5 system.

– 6 –



J
H
E
P
0
4
(
2
0
0
7
)
0
2
3

Given such a map from curves to superpositions of states the question is whether the

correspondence can be checked quantitatively. The D1-D5 solutions approach AdS3 × S3

(times T 4 or K3) in the decoupling limit so one can use the AdS/CFT correspondence to

make detailed quantitative tests. Recall that the deviations of the solution from AdS3×S3

encode vacuum expectation values of chiral primary operators (and possible deformations

of the CFT by such operators), so by analyzing the asymptotics one can in principle

completely characterize the ground state of the boundary theory.

Before proceeding to explain this, let us contrast the somewhat different meanings

that one attaches to the statement “a geometry is dual to a state |S〉”. In the context of

the FP system, the state |S〉 is meant to provide the source for the supergravity solution

and because of that we argued it should be a coherent state. In the context of the D1-D5

system however the same statement means that the ground state of the dual field theory

is the state |S〉 (so |S〉 need not be approximated by a classical solution) and the vevs of

gauge invariant operators on this state, 〈S|O|S〉, are encoded in the asymptotics of the

solution.

The D1-D5 system is governed by a 1+1 dimensional theory with N = (4, 4) supersym-

metry. This theory has Coulomb and Higgs branches (which are distinct even quantum

mechanically) [17 – 19]. The boundary CFT is the IR limit of the theory on the Higgs

branch. Thus the fuzzball solutions should be in correspondence with the Higgs branch.

Note that due to strong infrared fluctuations in 1+1 dimensions one usually encounters

wavefunctions rather than continuous moduli spaces of the quantum states. So more prop-

erly one should view the fuzzball solutions as dual to wavefunctions on the Higgs branch.

These wavefunctions, however, may be localized around specific regions in the large N limit

and one should view our proposed correspondence in this way.

The vevs of gauge invariant operators in this 1+1 dimensional theory can be computed

from the asymptotics of the solution. The existence of such a relationship follows from the

basic AdS/CFT dictionary that relates bulk fields to boundary operators and the bulk

partition function to boundary correlation functions. The implementation of this program

is however very subtle and precise formulae for the 1-point functions for solutions with

asymptotics to AdS × S were only recently obtained [20].

Naively the vev of an operator of dimension k is linearly related to coefficients of order

zk in the asymptotic expansion of the solution, where z is a radial coordinate (with the

boundary of AdS located at z = 0.) The actual map however is more complicated and

involves in addition a variety of non-linear contributions from terms of lower order zl, l < k.

There are four sources of such non-linear contributions, as we now discuss.

Recall that the holographic 1-point functions are derived by functionally differentiating

the renormalized on-shell action w.r.t. the corresponding sources (see, for example, the re-

view [21]). The most transparent way to describe the outcome of this computation is to use

a radial Hamiltonian language where the radial coordinate plays the role of time. Ignoring

for the moment the compact part of the geometry, so analyzing only the (p+1) dimensional

theory, one finds that the renormalized 1-point function of an operator of dimension k is

exactly equal to the part of the corresponding radial canonical momentum that has dimen-

sion k [22, 23]. This coefficient is related to the asymptotic coefficients but the map is in

– 7 –
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general non-linear (due to the non-linear nature of gravitational field equations). This is

the first source of non-linearities and is essentially due to general covariance, since it is the

canonical momentum that transforms properly under diffeomorphisms, not each coefficient

of the asymptotic expansion. So although the relation between the 1-point function and

momentum is linear, the relation with the asymptotic coefficients is non-linear [24].

Taking into account the compact part of the geometry leads to additional sub-

tleties [20]. Firstly, one needs to understand the map between bulk fields and boundary

operators beyond the linearized approximation, i.e. we need the non-linear Kaluza-Klein

reduction map. Furthermore, this map should be gauge invariant i.e. independent of the

parametrization of the compact space. The latter is dealt with by constructing gauge

invariant variables, which are non-linear in terms of the original fields. Finally, 1-point

functions may receive contributions from boundary terms in higher dimensions. Such con-

tributions are responsible for the extremal correlators [25] and induce terms non-linear in

momenta in the 1-point functions.

For the case at hand, the first step is to reduce the 10 dimensional solution over T 4 or

K3. We show that the fuzzball solutions reduce to solutions of 6-dimensional supergravity

coupled to tensor multiplets. These solutions (in the decoupling limit) are asymptotic to

AdS3 × S3. The next step is to find the non-linear gauge invariant KK map from 6 to

3 dimensions. Following [20], this is done to second order in the fluctuations using (and

extending) the results of [26, 27]. The results up to this order are sufficient to derive

(after taking into account the subtle issue of extremal correlators) the vevs of all 1/2 BPS

operators up to dimension 2. This includes in particular the conserved charges and the

stress energy tensor. We emphasize that the non-linear terms are crucial in getting the

right physics. We also discuss the vevs of higher dimension operators but these results

are only qualitative as we did not compute the non-linear contributions; these could be

computed along the lines described above, but the computation becomes very tedious. One

point functions for this system have also been discussed in the context of black rings [28],

although the non-linear terms (which play a crucial role) were not included there.

The final results for the vevs of the fuzzball solution are given in section 6. In particular,

the vevs of the stress energy is (non-trivially) zero for all solutions, consistent with the fact

that the solutions are supersymmetric. The vevs of the other operators are
〈
OS1

i

〉
=

n1n5

4π
(−4

√
2f5

1i); (i=1, . . ., 4) (1.14)
〈
OS2

I

〉
=

n1n5

4π
(
√

6(f1
2I − f5

2I)); (I=1, . . ., 9)
〈
OΣ2

I

〉
=

n1n5

4π

√
2(−(f1

2I + f5
2I) + 8aα−aβ+fIαβ); (α=1, . . ., 3)

〈
J+α

〉
=

n1n5

2π
aα+(dy − dt);

〈
J−α

〉
= −n1n5

2π
aα−(dy + dt),

where OS1
i

are dimension 1 operators, OS2
I
,OΣ2

I
are dimension 2 operators,and J±α are

R-symmetry currents. These operators correspond to the lowest lying KK states, the KK

spectrum consisting of two towers of spin 1 supermultiplets, the S and Σ towers, and

a tower of spin 2 supermultiplets, which contain the gauge field that is dual to the R-

symmetry current. The coefficients f5
1i, f

1
2I , f

5
2I , a

±α appear in the asymptotic expansion
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of the harmonic functions that specify the solution, see (4.3)–(4.18), and fIαβ is a certain

triple overlap of spherical harmonics. Expressed in terms of the defining curve F i, the

degree k coefficients involve symmetric rank k polynomials of F i, see (4.6). In general, the

vev of an operator of dimension k depends linearly on degree k coefficients and non-linearly

on lower degree coefficients but such that the sum of degrees is k.

Any proposal for the field theory dual of these geometries should reproduce these vevs.

Now, except when the curve is circular, operators charged wrt the R-symmetry acquire a

vev. This implies immediately that the ground state of the field theory dual cannot be an

eigenstate of R-symmetry since if this were the case only neutral operators would acquire

a vev [15]. So none of the fuzzball solutions, except the circular ones, can correspond to

a single R-ground state. Indeed, we have argued above (and in [15]) that these solutions

should instead be dual to particular superpositions of R-ground states.

To test this proposal we discuss in some detail the case of the ellipse, comparing the

vevs extracted from the supergravity solution with those implicit from the corresponding

superposition of states in the field theory. We find complete matching for all kinematical

properties of these vevs, thus demonstrating the consistency of our proposal. Moreover, the

first dynamical test - matching of the R charges - is passed. To match the other vevs would

require a knowledge of certain multiparticle three point functions at strong coupling, and

is thus not currently possible. However, approximating the required three point functions

using free harmonic oscillators leads to vevs which are in remarkable agreement with those

extracted from the supergravity solution. This agreement suggests that certain three point

functions in the dual CFT may be well approximated by free field computations, a result

which in itself merits further investigation. Our proposal therefore passes all kinematical

and all accessible dynamical tests, with other dynamical tests requiring going beyond the

supergravity approximation.

Given that the original fuzzball solutions do not correspond to single R ground states,

one may wonder whether there are other supergravity solutions that do correspond to

a given R ground state. A necessary condition for this would be that the vevs of all

charged operators are all zero, and this will only be the case if the solution preserves

an SO(2) × SO(2) symmetry (among the original solutions only the circular one had this

symmetry). We give the most general asymptotic supergravity solution consistent with

these requirements. Different solutions with such asymptotics are parametrized by the

vevs of the neutral operators, and to obtain these vevs one needs the complete solutions.

One way to produce solutions with an SO(2)× SO(2) symmetry is to take appropriate

superpositions of the non-symmetric solutions. We discuss how to do such an averaging in

general and we work out the details for the ellipse and for a curve that is a straight line

followed by a semi-circle. This latter case yields the Aichelburg-Sexl metric namely the

metric describing a massless particle moving along a greater circle on S3 and sitting at the

center of AdS3. Solutions with the same SO(2) × SO(2) symmetry can also be produced

using disconnected circular curves; one would expect that such solutions are related to

Coulomb rather than Higgs branch physics.

We then discuss the relationship between such symmetric geometries and R ground

states. We argue that the vevs for neutral operators in a particular ground state can

– 9 –
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be related to three point functions at the conformal point. Thus with knowledge of the

latter one can distinguish whether a given geometry corresponds to a particular R ground

state. However, we find that implementing this procedure generically requires going beyond

the leading supergravity approximation: one would need to know three point functions of

multi particle operators, not captured by supergravity, as well as 1/N corrections. Thus we

cannot currently determine which geometries are indeed dual to R ground states; indeed

even the solutions based on disconnected curves (which should be Coulomb branch) could

not be ruled out.

So what do our results imply for the fuzzball program? Firstly, our results support

the overall picture; the fuzzball solutions can be in correspondence with the black hole

microstates in a way that is compatible with the AdS/CFT correspondence and our com-

putations provide the most stringent test to date. The detailed correspondence however is

more complicated than anticipated. In particular a generic fuzzball solution corresponds to

a superposition of many R ground states, and in general one would need to go beyond the

leading supergravity to properly describe the system, even in this simplest 2-charge system.

It has long been appreciated that most of the fuzzball solutions, despite being regular, have

regions of high curvature so are at best extrapolations of the actual solutions describing

the microstates. Here we see that even for solutions with low curvature everywhere, such

as the ones based on large ellipses, one needs to go beyond the leading supergravity to test

any proposed correspondence.

There has been a lot of interest in finding and analyzing fuzzball geometries in systems

with more charges which have classical horizons [29] but a precise matching between these

geometries and black hole microstates has not been established. Such a matching is clearly

necessary, both to demonstrate that the correct geometries have been identified and to find

for what fraction of the total entropy these account. A precise correspondence would also

be important in understanding the quantization of the geometries and, most importantly

of all, how the black hole properties emerge.

A key result of our work is that the vevs encoded by a given geometry give significant

information about the field theory dual, and distinguish between geometries with the same

charges (mass, angular momentum). In particular, dipole and higher multipole moments

are related to the vevs of operators with dimension two or greater. Vevs determined by

kinematics can by themselves rule out proposed correspondences, as shown in [15] and

here, and vevs determined by dynamics are strong tests of a given proposal, when they

can be computed on both sides. In particular, whilst our solutions based on disconnected

curves pass all kinematical tests to correspond to R ground states on the Higgs branch,

they should be ruled out by dynamical tests.

Previous work has often focused on computing two point functions and relating them

to those in the dual field theory, and vice versa, see for example [30], but extracting vevs

is much easier, since one needs only the geometry itself, rather than solving fluctuation

equations in the geometry. Thus one can easily extract vevs from geometries with few

symmetries, where the corresponding fluctuation equations are intractable. It hence seems

worthwhile to explore whether the techniques developed here can give useful information

in the context of other fuzzball geometries. One can analyze any fuzzball geometry which
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has a throat region using AdS/CFT techniques, with the formalism developed here being

directly applicable to three charge black strings in six dimensions. Black rings in six

dimensions could also be explored using the same formalism; indeed the extracted data

should uniquely identify the field theory dual.

The plan of the paper is as follows. In section 2 we discuss the relationship between

solitonic string supergravity solutions and coherent states of the fundamental string. In

section 3 we introduce the dual solutions in the D1-D5 system, and discuss the embedding

of their decoupling limit into 6-dimensional supergravity. In section 4 we discuss the

asymptotic expansion of these six dimensional solutions near the AdS3 × S3 boundary. In

section 5 we explain how the vevs of field theory operators can be extracted from these

asymptotics. In section 6 we give the explicit values of these vevs for the fuzzball solutions

in full generality, and in section 7 we specialize to the examples of solutions sourced by

circular and elliptical curves. In section 8 we recall relevant features of the dual field

theory, and discuss how the vevs can be related to three point functions at the conformal

point. In section 9 we move on to the correspondence between fuzzball geometries and

superpositions of chiral primaries, giving evidence for our proposed correspondence in terms

of the matching of the vevs for the ellipsoidal case. In section 10 we discuss the asymptotics

of a geometry dual to a single chiral primary, and give some examples of solutions which

have such asymptotics. In section 11 we discuss the correspondence between symmetric

geometries and chiral primaries, emphasizing that dynamical tests require going beyond

the leading supergravity approximation. In section 12 we discuss how the asymptotically

flat part of the geometry can be included in the field theory description.

Throughout the paper we use a number of technical results which are contained in

appendices. Appendix A contains various properties of S3 spherical harmonics whilst

appendix B proves an addition theorem for harmonic functions on R4. Appendix C dis-

cusses the perturbative expansion of six-dimensional field equations about the AdS3 × S3

background. Appendix D discusses the supergravity computation of certain three point

functions, whilst appendix E contains a derivation of the one point function for the energy

momentum tensor in this system. Appendix F concerns the three point functions in the

orbifold CFT; we argue that these differ from those computed in supergravity and that

they are therefore not protected by any non-renormalization theorem.

2. FP system and perturbative states

We begin by discussing solitonic string supergravity solutions and their relation to pertur-

bative string states. The FP solutions are characterized by a curve F I(x+) describing the

transverse displacement of the string. For later purposes only 4 transverse directions will

be excited so the curve is confined to R4 but for now we keep the discussion general. The

supergravity solution describing an oscillating string is given by [8, 9]

ds2 = H−1(−dx−dx+ + K(dx+)2 − 2AIdxIdx+) + dxIdxI

H = 1 +
Qf

|~x − ~F (x+)|6
, K =

Qf |Ḟ |2
|~x − ~F (x+)|6

, AI =
Qf ḞI

|~x − ~F (x+)|6
(2.1)
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with suitable B field and dilaton. Here x± = x0 ± x9 are lightcone coordinates, ~x are 8

transverse coordinates and x9 ≡ x9 + 2πR9. ḞI denotes the derivative with respect to x+.

The fundamental string charge Qf is proportional to the number of fundamental strings.

The ADM mass and momentum along the compact direction are respectively [8, 9]

M = kQf (1 + |Ḟ |20); P 9 = −kQf |Ḟ |20, (2.2)

where the subscript denotes the zero mode and k = 3ω7/2κ
2 with ω7 the volume of the S7.

The angular momenta in the transverse directions are similarly given by

JIJ = kQf (F J Ḟ I − F I Ḟ J)0. (2.3)

As we will review below, these are exactly the conserved quantities of a string which wraps

around the compact direction w times and whose transverse profile is given by F I .

2.1 String quantization

To relate the supergravity solutions to perturbative string states, let us consider quantizing

a string propagating in a flat background; we discuss this in some detail since the preferred

gauge choice is a non standard light cone gauge. The relevant part of the worldsheet action

is

S =
1

4πα′

∫
d2σ(∂+XM∂−XM + · · ·), (2.4)

where the worldsheet metric is gauge fixed to −gττ = gσσ = 1. Fermions will not play

any role in the discussion here and will be suppressed. We will also set α′ = 2 to simplify

formulae. Null worldsheet coordinates are introduced by setting σ± = (τ ± σ) and a

lightcone gauge can be chosen for V such that

X+ = (w+σ+ + w̃+σ−). (2.5)

A similar choice of lightcone gauge for open strings has been discussed in [31]. The other

fields are then expanded in harmonics as

X− = x− + (w−σ+ + w̃−σ−) +
∑

n

1√
|n|

(a−n e−inσ+
+ ã−n e−inσ−

); (2.6)

XI = xI + pI(σ+ + σ−) +
∑

n

1√
|n|

(aI
ne−inσ+

+ ãI
ne−inσ−

).

Reality of XM demands that aM
−n = (aM

n )†. The Virasoro constraints are

T++ = ∂+XM∂+XM = 0; T−− = ∂−XM∂−XM = 0. (2.7)

At the classical level this enforces

(−w+w− + (pI)2)δm,0 + i
m√
|m|

(w+a−m − 2pIaI
m) +

∑

n

n(n − m)√
|n(n − m)|

aI
naI

m−n = 0;

(−w̃+w̃− + (pI)2)δm,0 + i
m√
|m|

(w̃+ã−m − 2pI ãI
m) +

∑

n

n(n − m)√
|n(n − m)|

ãI
nãI

m−n = 0,

– 12 –



J
H
E
P
0
4
(
2
0
0
7
)
0
2
3

thereby determining the non-dynamical field X− in terms of the dynamical transverse fields

XI , as in standard lightcone gauge. The conserved momentum and winding charges are

given by

PM =
1

4π

∫ 2π

0
dσ(∂τXM ); W M =

1

2π

∫ 2π

0
dσ(∂σXM ), (2.8)

which take the values

PM =

(
1

4
(w− + w+ + w̃− + w̃+),

1

4
(w+ − w− + w̃+ − w̃−), pI

)
; (2.9)

W M =

(
1

2
(w− + w+ − w̃− − w̃+),

1

2
(w+ − w− − w̃+ + w̃−), 0

)
.

In order for the string not to wind the time direction, one thus needs

W 0 =
1

2
(w− + w+ − w̃− − w̃+) = 0. (2.10)

We are interested in states with only left moving excitations and no transverse momentum,

namely the w̃+ = 0 sector. For these the momentum and winding charges are

PM =

(
1

2
wR9 −

p9

R9
,

p9

R9
, 0

)
; W M = (0, wR9, 0); (2.11)

w+ ≡ wR9; w− ≡ −2p9

R9
.

Restricting to such states the L0 constraint becomes

p9w +
∑

n>0

naI
−naI

n ≡ p9w + NL = 0. (2.12)

The angular momenta in the transverse directions are given by the usual expressions

JIJ =
1

4π

∫ 2π

0
dσ(XJ∂τX

I − XI∂τX
J ) = −i

∑

n>0

(aI
−naJ

n − aJ
−naI

n). (2.13)

Quantization proceeds in the standard way, with the oscillators satisfying the commutation

relations [
âI

n, (âJ
m)†

]
= δm,nδIJ , (2.14)

and states being built out of creation operators (âI
m)† acting on the vacuum. The classical

expressions continue to hold, replacing aI
m by operators âI

m, with appropriate shift in L0

(which is negligible in the large charge limit).

2.2 Relation to classical curves

On rather general grounds, one expects that the supergravity solution characterized by a

null curve corresponds to a coherent state of string oscillators. To be more precise, let us

Fourier expand the classical curve

F I(x+) =
∑

n>0

1√
n

(
αI

ne−inσ+
+ (αI

n)∗einσ+
)

(2.15)
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where αI
n are (complex) numerical coefficients and x+ = wR9σ

+. Then the coherent state

|F I) of string oscillators that corresponds to this curve is given by

|F I) =
∏

n,I

|αI
n) (2.16)

where |αI
n) is a coherent state of the oscillator âI

n, i.e. it satisfies,

â|α) = α|α) (2.17)

where we suppress the super and subscripts for clarity. Recall the coherent states are

related to the Fock states by

|α) = e−|α|2/2
∑

k

αk

√
k!
|k〉 (2.18)

and

|k〉 =
1√
k!

(â†)k|0〉 (2.19)

is the standard kth excited state. By construction

(F I |N̂L|F I) ≡ NL =
∑

n>0

n|αI
n|2. (2.20)

From (2.12) and (2.11) we find that

(F I |P̂ 0|F I) =

(
1

2
wR9 +

1

wR9
NL

)
; (F I |P̂ 9|F I) = − 1

wR9
NL. (2.21)

Now note that the zero mode of (Ḟ I)2 is given by 2NL/(wR9)
2. This means that the mass

and momentum of the supergravity solution associated with this curve are, using (2.2),

M = kQf

(
1 +

2NL

(wR9)2

)
; P 9 = −kQf

2NL

(wR9)2
, (2.22)

which agree with the expressions (2.21) provided that

kQf =
1

2
wR9, (2.23)

which is the relationship found in [8, 9]. Moreover,

(F I |ĴIJ |F I) =
1

2
wR9(F

J Ḟ I − F I Ḟ J)0, (2.24)

which manifestly agrees with the expression (2.3).
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2.3 Examples

Consider an elliptical curve in the 1-2 plane, such that

F 1 =

√
2N

n
a cos(nσ+); F 2 =

√
2N

n
b sin(nσ+), (2.25)

with (a2 + b2) = 2; this case was discussed in the introduction around (1.8) and (1.12).

The amplitude of the curve is fixed such that the angular momentum in the 1-2 plane is

J12 = −N

n
ab, (2.26)

and the total excitation number defined in (2.20) is NL = N = −wp9. This ensures that the

mass and momenta match that of the supergravity solution, as described in the previous

subsection.

Introducing the usual combinations of oscillators with definite angular momenta in the

1-2 plane

â±12
n ≡ 1√

2
(â1

n ± iâ2
n), (2.27)

the coherent state corresponding to the curve is

|a−12
n ; a+12

n ) = |
√

N

2
√

n
(a + b);

√
N

2
√

n
(a − b)), (2.28)

which in the case of the circle (α = β) reduces to (1.9). Extracting from this coherent state

those states which satisfy NL = N gives

|ellipse) =

N/n∑

k=0

1

2
N
n

√
(N

n )!

(N
n − k)!k!

(a + b)
N
n
−k(a − b)k|k−12 =

(
N

n
− k

)
; k+12 = k〉, (2.29)

which leads to the corresponding superposition (1.13) in the dual D1-D5 system.

3. The fuzzball solutions

We now consider the two charge fuzzball solutions in the D1-D5 system, obtained from the

FP chiral null models by a chain of dualities. These fuzzball solutions were constructed by

Lunin and Mathur [4, 1] and are given by

ds2 = f
−1/2
1 f

−1/2
5

(
−(dt − A)2 + (dy + B)2

)
+ f

1/2
1 f

1/2
5 dx · dx + f

1/2
1 f

−1/2
5 dz · dz;

e2Φ = f1f
−1
5 ; (3.1)

Cti = f−1
1 Bi; Cty = f−1

1 ;

Cyi = f−1
1 Ai; Cij = cij − f−1

1 (AiBj − AjBi),

where i, j are vector indices in the transverse R4 and the metric is in the string frame.

These fields solve the equations of motion following from the type IIB action

S =
1

2κ2
10

∫
d10x

√−g10

(
e−2Φ(R10 + 4(∂Φ)2) − 1

12
F 2

3 + · · ·
)

, (3.2)
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where F3 is the curvature of the two form C and 2κ2
10 = (2π)7(α′)4 (we set gs = 1 since it

plays no role in our discussion), provided the following equations hold

dc = ∗4df5, dB = ∗4dA,

¤4f1 = ¤4f5 = ¤4Ai = 0, ∂iAi = 0. (3.3)

where the Hodge dual ∗4 and ¤4 are defined on the four (flat) non-compact overall trans-

verse directions xi. The compact part of the geometry does not play a role; it could be

either T 4 or K3.

A solution to the conditions (3.3) based on an arbitrary closed curve F i(v) of length

L in R4 is given by

f5 = 1 +
Q5

L

∫ L

0

dv

|x − F |2
; f1 = 1 +

Q5

L

∫ L

0

dv|Ḟ |2
|x − F |2

; Ai =
Q5

L

∫ L

0

Ḟidv

|x − F |2
. (3.4)

It was argued in [1] that these solutions are related to the R ground states (and via

spectral flow to chiral primaries [2]) common to both the T 4 and K3 CFTs. The physical

interpretation of these solutions is that the D1 and D5 brane sources are distributed on a

curve in the transverse R4. The D5-branes are uniformly distributed along this curve, but

the D1-brane density at any point on the curve depends on the tangent to the curve. The

total one brane charge is given by

Q1 =
Q5

L

∫ L

0
|Ḟ |2dv. (3.5)

Both the Qi have dimensions of length squared and are related to the integral charges by

Q1 =
(α′)3n1

V
; Q5 = α′n5, (3.6)

where (2π)4V is the volume of the compact manifold. Furthermore, the length of the curve

is given by

L = 2πQ5/R, (3.7)

where R is the radius of the y circle.

The holographic analysis in this paper will be done for the general class of solu-

tions (3.1) satisfying (3.3). Results appropriate for the solutions determined by (3.4) will

be obtained by specializing the general results to this case and we will indicate how this is

done at each step of the analysis.

3.1 Compactification to six dimensions

Since only the breathing mode of the compact manifold is excited, it is convenient to

compactify and work with solutions of six-dimensional supergravity. The effective six-

dimensional (Einstein) metric coincides with the six-dimensional part of the (string frame)

metric above (because the would be six-dimensional dilaton φ6 = Φ − 1
4 ln detgM4 , where

gM4 is the metric on the compact space, is constant). Thus the six-dimensional metric

ds2 = f
−1/2
1 f

−1/2
5

(
−(dt − A)2 + (dy + B)2

)
+ f

1/2
1 f

1/2
5 dx · dx (3.8)
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along with the scalar field and tensor field of (3.1) satisfy the equations of motion following

from the reduced action

S =
1

2κ2
6

∫
d6x

√−g

(
R − (∂Φ)2 − 1

12
e2ΦF 2

3

)
, (3.9)

where R is the six-dimensional curvature and F3 is the curvature of the antisymmetric

tensor field C. These equations of motion are

RMN =
1

4
e2Φ

(
FMPQF PQ

N − 1

6
F 2gMN

)
+ ∂MΦ∂NΦ;

DM (e2ΦFMNP ) = 0; ¤Φ =
1

12
e2ΦF 2. (3.10)

Note that the six-dimensional scalar field originates from the breathing mode of the com-

pactification manifold.

The equations of motion which follow from the action (3.9) can be embedded into those

of d = 6, N = 4b supergravity coupled to nt tensor multiplets, the covariant field equations

for which were constructed in [32]. The bosonic field content of this theory is the graviton

and five self-dual tensor fields from the supergravity multiplet, along with nt anti-self dual

tensor fields and 5nt scalars from the tensor multiplets.

Following the notation of [33, 26] the bosonic field equations may be written as

RMN = Hm
MPQHm PQ

N + Hr
MPQHr PQ

N + 2Pmr
M Pmr

N ; (3.11)

DMPmr
M =

√
2

3
HmMNP Hr

MNP , (3.12)

along with Hodge duality conditions on the 3-forms

Hm
MNP =

1

6
εMNPQRSHmQRS ; Hr

MNP = −1

6
εMNPQRSHrQRS. (3.13)

In these equations m,n are SO(5) vector indices running from 1 to 5 whilst r, s are SO(nt)

vector indices running from 6 to 5 + nt. The three form field strengths are given by

Hm = GAV m
A ; Hr = GAV r

A, (3.14)

where A ≡ {n, r} = 1, · · · , 5 + nt; dGA = 0 and the vielbein on the coset space

SO(5, nt)/(SO(5) × SO(nt) satisfies

V m
A V m

B − V r
AV r

B = ηAB, (3.15)

with ηAB = diag(+ + + + + −−− · · · −). The associated connection is

dV V −1 =

(
Qmn

√
2Pms

√
2Pnr Qrs

)
. (3.16)

The equations of motion (3.10) can be embedded into this theory using an SO(1, 1) sub-

group as follows. Let

V m=5
5 = cosh(Φ); V m=5

6 = sinh(Φ); V r=6
5 = sinh(Φ); V r=6

6 = cosh(Φ), (3.17)
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so that the connection is
√

2P 56 = dΦ. Now let6

G5 =
1

4
(F + e2Φ ∗6 F ); G6 =

1

4
(F − e2Φ ∗6 F ), (3.18)

which are both closed using the three form equation in (3.10). This implies that

Hm=5 =
1

4
eΦ(F + ∗6F ); Hr=6 =

1

4
eΦ(F − ∗6F ), (3.19)

which manifestly have the correct Hodge duality properties to satisfy (3.13). Substituting

H and P into (3.11) also correctly reproduces the Einstein and scalar field equations

of (3.10).

Since this embedding uses only an SO(1, 1) subgroup it does not depend on the details

of the compactification manifold. Thus one can use this six-dimensional supergravity to

analyze the fuzzball geometries in both T 4 and K3 systems. More generally, the (anomaly

free) case of nt = 21 gives the complete six dimensional theory obtained by K3 com-

pactification of type IIB supergravity. For T 4 compactification of type IIB one obtains

the maximally supersymmetric non-chiral six-dimensional theory, whose field content is a

graviton, eight gravitinos, 5 self-dual and 5 anti-self dual three forms, 16 gauge fields, 40

fermions and 25 scalars. (Bosonic) solutions of this supergravity which do not have gauge

fields switched on are solutions of the chiral supergravity given above, with nt = 5.

3.2 Asymptotically AdS limit

In the appropriate decoupling limit, the solutions (3.1) become asymptotically AdS. This

corresponds to harmonic functions with leading behavior r−2. In terms of the harmonic

functions in (3.4) the decoupling limit amounts to removing the constant terms in the

harmonic functions f1 and f5. (Later on in section 12 we will discuss the interpretation of

these constant terms in the dual CFT.) The solutions are then manifestly asymptotic to

AdS3 × S3 as r → ∞. Firstly the metric asymptotes to

ds2
6 =

r2

√
Q1Q5

(−dt2 + dy2) +
√

Q1Q5

(
dr2

r2
+ dΩ2

3

)
; (3.20)

whilst the three-forms and scalar field from (3.1) asymptote to

Frty =
2r

Q1
; FΩ3 = 2Q5; e2Φ0 =

Q1

Q5
. (3.21)

It is convenient to shift the scalar field so that Φ → Φ − Φ0 and rescale G5 → eΦ0G5 and

same for G6. Then the relevant background fields of the six-dimensional supergravity are

go(m=5) = Ho(m=5) =
r√

Q1Q5
dr ∧ dt ∧ dy +

√
Q1Q5dΩ3; (3.22)

V
o(m=5)
5 = 1; V

o(r=6)
6 = 1,

with the off-diagonal components of the vielbein vanishing; the anti-self dual field go(r=6) =

Hr=6 vanishing and Φ being zero also. Note that with the coordinate rescalings t →
6The field strengths G5 and G6 were called G± in [15].
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t
√

Q1Q5 and y → y
√

Q1Q5, the curvature radius appears only as an overall scaling factor

in both the metric (3.20) and the three form (3.22). When one rescales the coordinates in

this way, the new y coordinate will have periodicity R̃ = R/
√

Q1Q5.

The goal is to extract from the subleading asymptotics around the AdS boundary

the vevs of chiral primaries in the dual theory, and thus investigate the matching with R

vacua. The strategy is as follows. First one expands the solution systematically near the

AdS boundary. Then one extracts from the asymptotic solution the values of 6-dimensional

gauge invariant fields. These must then be reduced to three dimensional fields using the

KK map, and then the vevs can be extracted using holographic renormalization.

4. Harmonic expansion of fluctuations

Let us consider the asymptotic expansion of the solution. The perturbations of the six-

dimensional supergravity fields relative to the AdS3 × S3 background can be expressed

as

gMN = go
MN + hMN ; GA = goA + gA; φmr. (4.1)

These fluctuations can then be expanded in spherical harmonics as follows:

hµν =
∑

hI
µν(x)Y I(y), (4.2)

hµa =
∑

(hIv
µ (x)Y Iv

a (y) + hI
(s)µ(x)DaY

I(y)),

h(ab) =
∑

(ρIt(x)Y It

(ab)(y) + ρIv

(v)(x)DaY
Iv

b (y) + ρI
(s)(x)D(aDb)Y

I(y)),

ha
a =

∑
πI(x)Y I(y),

gA
µνρ =

∑
3D[µb

(A)I
νρ] (x)Y I(y),

gA
µνa =

∑
(b(A)I

µν (x)DaY
I(y) + 2D[µZ

(A)Iv

ν] (x)Y Iv
a (y));

gA
µab =

∑
(DµU (A)I(x)εabcD

cY I(y) + 2Z(A)Iv
µ D[bY

Iv

a] );

gA
abc =

∑
(−εabcΛ

IU (A)I(x)Y I(y));

φmr =
∑

φ(mr)I (x)Y I(y),

Here (µ, ν) are AdS indices and (a, b) are S3 indices, with x denoting AdS coordinates and

y denoting sphere coordinates. The subscript (ab) denotes symmetrization of indices a and

b with the trace removed. Relevant properties of the spherical harmonics are reviewed in

appendix A. We will often use a notation where we replace the index I by the degree of

the harmonic k or by a pair of indices (k, I) where k is the degree of the harmonic and I

now parametrizes their degeneracy, and similarly for Iv, It.

Imposing the de Donder gauge condition DAhaM = 0 on the metric fluctuations re-

moves the fields with subscripts (s, v). In deriving the spectrum and computing correlation

functions, this is therefore a convenient choice. The de Donder gauge choice is however not

always a convenient choice for the asymptotic expansion of solutions; indeed the natural

coordinate choice in our application takes us outside de Donder gauge. As discussed in [20]
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this issue is straightforwardly dealt with by working with gauge invariant combinations of

the fluctuations; we will present the relevant gauge invariant combinations later.

4.1 Asymptotic expansion of the fuzzball solutions

Now consider the asymptotic expansion at large radius of the fuzzball solutions. The

natural radial coordinate in which to expand the solutions is the radial coordinate r of the

transverse R4, even though with this choice it will turn out that the metric is not in de

Donder gauge.

The harmonic functions appearing in the solution (3.1) can be expanded as

f5 =
Q5

r2

∑

k,I

f5
kIY

I
k (θ3)

rk
;

f1 =
Q1

r2

∑

k,I

f1
kIY

I
k (θ3)

rk
; (4.3)

Ai =
Q5

r2

∑

k,I

(AkI)iY
I
k (θ3)

rk
,

for some coefficients f5
kI , f

1
kI and (AkI)i. There are restrictions on the coefficients (AkI)i

because ∂iAi = 0 which will be given below.

In the case of the (near-horizon) harmonic functions of (3.4), the coefficients

f5
kI , f

1
kI , (AkI)i are given in terms of the curve F i(v). To obtain these coefficients we make

use of the following addition theorem for harmonic functions on R4:

1

(xi − yi)2
=

∑

k≥0

yk

(k + 1)r2+k
Y I

k (θx
3 )Y I

k (θy
3). (4.4)

In this expression xi and yi are Cartesian coordinates on R4, with the corresponding

polar coordinates being (r, θx
3 ) and (y, θy

3) respectively. Y I
k (θ3) are (normalized) spherical

harmonics of degree k on S3 with I labeling their degeneracy; the degeneracy of degree k

harmonics is (k + 1)2. For the k = 1 harmonics of degeneracy four, it is convenient to use

the label i, Y i
1 . The addition theorem can also be expressed as

1

|x − y|2
=

∑

k≥0

1

(k + 1)r2+k
Y I

k (θx
3 )(CI

i1···ik
yi1 · · · yik), (4.5)

where CI
i1···ik

are the orthogonal symmetric traceless rank k tensors on R4 which are in

one-to-one correspondence with the (normalized) spherical harmonics Y I
k (θ3) of degree k

on the S3. This formula is the exact analogue of the well-known addition theorem for

electromagnetism (see [34]) and also of the addition theorem for harmonic functions on R6

discussed in the appendix of [35], and it can be proved in the same way, as we show in

appendix B.
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Using the addition theorem we obtain

f5
kI =

1

(k + 1)L

∫ L

0
dvCI

i1···ik
F i1 · · ·F ik ;

f1
kI =

Q5

Q1(k + 1)L

∫ L

0
dv

∣∣∣Ḟ
∣∣∣
2
CI

i1···ik
F i1 · · ·F ik ; (4.6)

(AkI)i =
1

(k + 1)L

∫ L

0
dvḞiC

I
i1···ik

F i1 · · ·F ik .

Furthermore, in the final equality of (4.3) the summation is restricted to k ≥ 1 because

of the closure of the curve F i (
∫

dvḞi = 0). Note that we will often suppress implicit

summations over the index I in later expressions for compactness.

Before substituting these expressions into the supergravity fields, we need to consider

which fluctuations are physical. Suppose we use translational invariance to impose the

condition ∫ L

0
dvFi = 0, (4.7)

which was the choice made in previous literature, for example, in [1]. This corresponds to

choosing the origin of the coordinate system to be at the center of mass of the D5-branes.

However, the center of mass of the D1-branes does not coincide with that of the D5-branes

in general; thus this condition does not take one to the center of mass of the whole system.

Indeed with this choice the leading correction to the AdS background derives from the

k = 1 terms in the harmonic function f1. The choice (4.7) gives a leading metric deviation

hµν = DµDνλ; hab = gabλ, (4.8)

with

λ =
∑

i

f1
1iY

i
1

2r
, (4.9)

which satisfies ¤λ = −λ. Such a perturbation is unphysical because it can be removed by

a superconformal transformation (with parameter −λ). The physical origin of the term is

that with the choice (4.7) we are not working in the centre of mass of the system. Instead

of imposing that the k = 1 term in the D5-brane harmonic function vanishes, we should

impose that the k = 1 term in
√

f1f5 vanishes, namely

f5
1i + f1

1i = 0. (4.10)

When the solution is related to a closed curve this reduces to
∫ L

0
dvF i

(
1 +

Q5

Q1
|Ḟ |2

)
= 0. (4.11)

Then all unphysical k = 1 terms in the metric vanish automatically.

Now consider the asymptotic expansion of Ai. The restriction on the coefficients in

the asymptotic expansion imposed by the condition ∂iA
i = 0 is most easily understood as

follows. The form A may be written as

A = Q5

∑

k,I,i

(AkI)i
r2+k

Y I
k

(
Y i

1dr + rdY i
1

)
, (4.12)
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using

dxi = drY i
1 + rdY i

1 . (4.13)

Projecting the products of spherical harmonics onto the basis of spherical harmonics gives

A = Q5

∑

l,L,k,I,i

(AkI)i
r2+k

(
aiILY L

l dr +
bIiL

ΛL
rdY L

l

)
(4.14)

+ Q5

∑

kv,Iv,k,I,i

(AkI)i
r1+k

E±
IvIiY

Iv±
kv

,

where the spherical harmonic overlaps (aiIJ , bIiJ , E±
IvIi) are defined in (A.7), (A.6)

and (A.10) respectively. The term in A proportional to the vector harmonic is already

divergenceless on its own. The first two combine into divergenceless combination iff scalar

harmonics with degree l = (k − 1) appear in this asymptotic expansion:

A = Q5

∑

L,k,I,i

(AkI)i
r2+k

aIiL

(
Y L

k−1dr − r

(1 + k)
dY L

k−1

)
(4.15)

+Q5

∑

kv,Iv,k,I,i

(AkI)i
r1+k

E±
IvIiY

Iv±
kv

.

Vanishing of the other terms requires

∑

I,i

(AkI)iaiIL = 0 l 6= (k − 1). (4.16)

In particular this means that (A1j)i must be antisymmetric (since aijL is symmetric in

i, j). Note that this condition is clearly satisfied for the (A1j)i defined in (4.6).

The leading term in the asymptotic expansion is given in terms of degree one vector

harmonics as

A =
Q5

r2
(A1j)iY

j
1 dY i

1 ≡
√

Q5Q1

r2
(aα−Y α−

1 + aα+Y α+
1 ), (4.17)

where (Y α−
1 , Y α+

1 ) with α = 1, 2, 3 form a basis for the k = 1 vector harmonics, which

coincide with the Killing one forms of SU(2)L and SU(2)R respectively. Here we define

aα± =

√
Q5√
Q1

∑

i>j

e±αij(A1j)i (4.18)

where the spherical harmonic triple overlap e±αij is defined in (A.8) and explicit values in a

particular basis are given in (A.22). For solutions defined by a curve F i(v), the coefficients

(A1j)i are given in (4.6). The dual field to leading order is

B =

√
Q5Q1

r2
(aα−Y α−

1 − aα+Y α+
1 ), (4.19)

where we use the Hodge duality property of the vector harmonics given in (A.2).
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Putting these results together the leading perturbations of the metric are

−htt = hyy =
1

2

(
−(f1

2I + f5
2I)Y

I
2 + (f5

1iY
i
1 )2

)
;

hrr =
1

2r4

(
(f1

2I + f5
2I)Y

I
2 − (f5

1iY
i
1 )2

)
;

hta =
(
aα−Y α−

1 + aα+Y α+
1

)
; (4.20)

hya =
(
aα−Y α−

1 − aα+Y α+
1

)
;

hab = go
ab

1

2r2

(
(f1

2I + f5
2I)Y

I
2 − (f5

1iY
i
1 )2

)
− 2

r2
aα−aβ+((Y α−

1 )a(Y
β+
1 )b + (Y α−

1 )b(Y
β+
1 )a).

Note that the condition (4.10) has been used to eliminate f1
1i. Terms quadratic in spherical

harmonics will need to be projected back onto the basis of spherical harmonics in order to

determine the contributions to each perturbation component in (4.2).

In these expressions we have suppressed the scale factor
√

Q1Q5. As mentioned previ-

ously, after rescaling t → t
√

Q1Q5 and y → y
√

Q1Q5, the metric has an overall scale factor√
Q1Q5. Scale factors will similarly be suppressed in the other fields. The overall scaling

will be taken into account via the normalization of the three-dimensional action.

Now consider the other supergravity fields; from (3.22) and (4.1) one finds the following

three form fluctuations are

g5
tya =

1

4
Da

(
2(f5

1iY
i
1 )2 − (f5

2I + f1
2I)Y

I
2

)
;

g5
tab = −(aα−D[a(Y

α−
1 )b] − aα+D[a(Y

α+
1 )b]); (4.21)

g5
yab = −(aα−D[a(Y

α−
1 )b] + aα+D[a(Y

α+
1 )b]);

g5
rab =

1

r3

(
1

4
εab

c(f1
2I + f5

2I)DcY
I
2 + 4aα−aβ+(Y α−

1 )[a(Y
β+
1 )b]

)
;

g5
abc =

1

r2
εabc(f

1
2I + f5

2I)Y
I
2 − 6

r2
D[aa

α−aβ+(Y α−
1 )b(Y

β+
1 )c]).

and

g6
tyr =

1

2
f5
1iY

i
1 ; (4.22)

g6
tya =

1

4
Da

(
2f5

1iY
i
1 r + (f5

2I − f1
2I)Y

I
2

)
;

g6
rab =

1

2r2
εab

cf5
1iDcY

i
1 +

1

4r3
εab

c(f5
2I − f1

2I)DcY
I
2 ;

g6
abc =

3

2r
εabcf

5
1iY

i
1 +

1

r2
εabc(f

5
2I − f1

2I)Y
I
2 .

Finally the scalar field is expanded as

φ(56) ≡ Φ = −f5
1i

r
Y i

1 +
1

2

f1
2I − f5

2I

r2
Y I

2 . (4.23)

All other fluctuations, gA with A 6= 5, 6 and φmr with m 6= 5, r 6= 6 vanish.
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4.2 Gauge invariant fluctuations

We now wish to extract gauge invariant combinations of these fluctuations. Gauge invariant

means that the fluctuations do not transform under coordinate transformations δxM = ξM ,

or, in the case of the three dimensional metric and gauge fields, they have the correct

transformation properties. Using the fact that the metric and three forms transform (up

to linear order in fluctuations) as

δhMN = DM ξN + DNξM + DM ξP hPN + DN ξP hPM − ξP DP hMN ; (4.24)

δgA
MNP = 3D[M ξSgoA

NP ]S + 3D[MξSgA
NP ]S + ξSDSgA

MNP ,

one can systematically compute combinations which are gauge invariant to quadratic order

in fluctuations. That is, the gauge invariant fluctuations ψ̂Q are given by the following

schematic expression

ψ̂Q =
∑

R

aQRψR +
∑

R,S

aQRSψRψS , (4.25)

where ψQ collectively denotes all fields and the quadratic contributions are rather com-

plicated in general. Note that each gauge invariant field at linearized level should reduce

to the corresponding field in de Donder gauge on setting the fields with subscripts (s, v)

to zero in (4.2). Clearly by retaining higher order terms in (4.24) one could compute the

invariants to arbitrarily high order in the fluctuations.

For the discussion at hand, however, we do not need the most general expressions.

Since we are working perturbatively in the radial coordinate, we need only retain terms

in (4.25) with the same radial behavior. In particular, as we discuss only leading order and

next to leading order perturbations, we will need at most quadratic invariants. In fact the

only combinations which will be needed here are

π̂2
I = πI

2 + Λ2ρI
2(s); (4.26)

Û
(5)I
2 = U

(5)I
2 − 1

2
ρI
2(s);

ĥ0
µν = h0

µν −
∑

α,±

h1±α
µ h1±α

ν .

In addition the fluctuations (Φi
1,Φ

I
2, U

(6)i
1 , U

(6)I
2 ) are by themselves gauge invariant up to the

necessary order and the fields (Z
(5)1±α
µ , Z

(6)1±α
µ , h1±α

µ ) by themselves transform correctly

as gauge fields. Thus only in the metric do we need to take into account a quadratic

contribution.

5. Extracting the vevs systematically

In this section we will compute the vevs following the systematic procedure of [20]. First

one should identify the six-dimensional equations of motion that these fields satisfy to

appropriate order, in this case quadratic. Secondly one should remove derivative terms in

these equations of motion by a field redefinition: this defines the Kaluza-Klein reduction
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map between six-dimensional and three-dimensional fields. Finally, once one has the three

dimensional fields and their equations of motion, one extracts vevs using the by now familiar

methods of holographic renormalization.

5.1 Linearized field equations

Let us first consider the linearized field equations. As discussed in [20], the equations of

motion for the gauge invariant fields at linear order are precisely the same as those in de

Donder gauge, provided one replaces all fields with the corresponding gauge invariant field.

So now let us briefly review the linearized spectrum in de Donder gauge derived in [33].

Consider first the scalars. It is useful to introduce the following combinations of these fields

which diagonalize the linearized equations of motion:

s
(r)k
I =

1

4(k + 1)
(φ

(5r)k
I + 2(k + 2)U

(r)k
I ), (5.1)

t
(r)k
I =

1

4
(φ

(5r)k
I − 2kU

(r)k
I ),

σk
I =

1

12(k + 1)
(6(k + 2)Û

(5)k
I − π̂k

I ),

τk
I =

1

12(k + 1)
(π̂k

I + 6kÛ
(5)k
I ).

Note that these combinations are applicable when the background AdS3 × S3 has unit

radius. Here the fields s(r)k and σk correspond to scalar chiral primaries. In what follows

we will need only the r = 6 fields and will thus drop the r superscript. The masses of the

scalar fields are

m2
sk = m2

σk = k(k − 2), m2
tk = m2

τk = (k + 2)(k + 4), m2
ρk = k(k + 2). (5.2)

Note also that k ≥ 0 for (τk, t(r)k); k ≥ 1 for s(r)k; k ≥ 2 for (σk, ρk).

Next consider the vector fields. It is useful to introduce the following combinations

which diagonalize the equations of motion:

h±
µIv

=
1

2
(C±

µIv
− A±

µIv
), Z

(5)±
µIv

= ±1

4
(C±

µIv
+ A±

µIv
). (5.3)

For general k the equations of motion are Proca-Chern-Simons equations which couple

(A±
µ , C±

µ ) via a first order constraint [33]. The three dynamical fields at each degree k have

masses (k − 1, k + 1, k + 3), corresponding to dual operators of dimensions (k, k + 2, k + 4)

respectively. The lowest dimension operators are the R symmetry currents, which couple

to the k = 1 A±α
µ bulk fields. The latter satisfy the Chern-Simons equation

Fµν(A±α) = 0, (5.4)

where Fµν(A±α) is the curvature of the connection and the index α = 1, 2, 3 is an SU(2)

adjoint index. Only these bulk vector fields will be needed in what follows, and therefore

the equations of motion for general k discussed in [33] are not given here. There are also

– 25 –



J
H
E
P
0
4
(
2
0
0
7
)
0
2
3

the massive vectors Z
(6)±
µIv

but their mass is sufficiently high that they are irrelevant for our

discussion.

Finally there is a tower of KK gravitons with m2 = k(k+2) but again only the massless

graviton will play a role here. Note that it is the combination Ĥµν = ho
µν + π0go

µν which

satisfies the linearized massless Einstein equation

(LE + 2)Ĥµν ≡ 1

2
(−¤Ĥµν + DρDµĤρν + DρDνĤρµ − DµDνĤρ

ρ + 4Ĥµν) = 0. (5.5)

That this is the appropriate combination follows from the reduction of the six-dimensional

Einstein term in the action over the sphere; keeping terms linear in fluctuations the three

dimensional action is

S3 ∼
∫

d3x
√−g((1 +

1

2
π0)R + · · ·), (5.6)

and the Weyl transformation Ĥµν = h0
µν +π0go

µν is required to bring the action to Einstein

frame.

5.2 Field equations to quadratic order

From the asymptotic expansion we now identify the fields of (5.1). In the asymptotic

expansion we have retained only terms to quadratic order, that is of order 1/r and 1/r2

relative to the background. These terms are sufficient to determine vevs for the scalar chiral

primaries of dimension one and two; the R symmetry currents and the energy momentum

tensor. Using the tables in [33], one finds that the corresponding supergravity fields are

(s1, s2, σ2, A1±
µ ,Hµν) respectively. Terms in other supergravity fields at the same order

do not capture field theory data: they are simply induced by the non-linearity of the

supergravity equations. Therefore we need only consider the above fields.

The next step is to derive the six-dimensional equations satisfied by the fluctuations,

at non-linear order. The generic field equation for each field ψQ expanded in the number

of fields is (schematically)

LQψQ = LQRSψRψS + LQRSTψRψSψT + · · · , (5.7)

where LQ1···Qn is generically a non-linear differential operator. (Note that each field ψQ

should be the appropriate diffeomorphism invariant combination.) The complete set of

corrections to the field equations involves many terms even to quadratic order.

Fortunately what is required for extracting field theory data is the equations of motion

expanded perturbatively near the conformal boundary, where the radial coordinate acts as

the perturbation parameter. This means that we need only retain terms on the right hand

side which affect the radial expansion at sufficiently low order to impact on the vevs. In

practice for our discussion, the relevant quadratic corrections are those involving two s1

fields or two gauge fields, since all other quadratic terms do not contribute at the required

order. (Note that there are no corrections involving one s1 field and one gauge field.) That

all other terms can be neglected will be justified when one carries out the holographic

renormalization procedure and considers the perturbative solution of the field equations.
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The scalar field corrections to the field equations were computed in [26, 27].7 These

computations along with the corrections quadratic in the gauge field are discussed in detail

in appendix C. Consider first the scalar field equations. There are no quadratic corrections

to the (s1, s2) equations from either s1 fields or gauge fields, and thus the relevant equations

remain the linearized equations. The σ2 field equation does however get corrected by terms

quadratic in scalars:

¤σ2
I =

11

3
(s1

i s
1
j − (Dµs1

i )(D
µs1

j))aIij . (5.8)

The coefficient aIij is the triple overlap of the corresponding spherical harmonics (see

appendix A). As discussed in the appendix C, there are also corrections to this equation

quadratic in the gauge fields which involve the field strengths Fµν(A±α) associated with the

connections A±α
µ respectively. However, according to the linearized field equations (5.4)

these field strengths vanish and thus these corrections do not play a role.

Next consider the corrections to the Einstein equation, which are also discussed in more

detail in C. Note that these corrections were not computed in [26, 27]. The appropriate

three dimensional metric to quadratic order is

Hµν = h0
µν −

∑

α,±

h1±α
µ h1±α

ν + π0go
µν . (5.9)

As discussed previously the quadratic term is necessary in order for the metric to transform

correctly under diffeomorphisms. Then the equation satisfied by the metric, up to quadratic

order in the scalar fields s1
i and the gauge fields is

(LE + 2)Hµν = 16(Dµs1
i Dνs

1
i − go

µνs1
i s

1
i ), (5.10)

where the linearized Einstein operator was defined in (5.5). This equation can be rewritten

as

Gµν − go
µν = 16

(
Dµs1

i Dνs
1
i −

1

2
go
µν((Ds1

i )
2 − (s1

i )
2)

)
, (5.11)

where Gµν is the linearized Einstein tensor. The rhs of this equation is the stress energy

tensor of s1. Note that the gauge field contributions to the energy momentum tensor involve

the field strengths, and thus are zero when one imposes the lowest order field equation (5.4).

Finally, let us consider the equations for the gauge field. As discussed in [26, 27] the

corrections quadratic in the gauge field correct the linearized equation to the non-Abelian

Chern-Simons equation. That is, the six-dimensional equation is

εµνρ(∂νA±α
ρ +

1

2
A±β

ν A±γ
ρ εαβγ) = 0, (5.12)

where the εαβγ arises from the triple overlap of vector harmonics defined in (A.17). Note

that the SU(2)L and SU(2)R gauge fields are decoupled from each other. There are also

corrections quadratic in the scalars s1, which provide a source for the field strength:

εµνρ(∂νA±α
ρ + · · ·) = ±4s1

i D
µs1

je
±
αij , (5.13)

where the ellipses denote the non-linear Chern-Simons terms and the triple overlap is

defined in (A.8).

7We thank Gleb Arutyunov for making the latter available to us.
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5.3 Reduction to three dimensions

Given the corrected six-dimensional field equations (5.8), (5.10) and (5.12), we now need

to determine the corresponding three-dimensional field equations. As discussed in [20], the

KK map between six and three dimensional fields is in general non-linear. The non-linear

corrections arise from field redefinitions used to remove derivative couplings. From the form

of the corrected field equations, it is apparent that only the scalar fields σ2 are affected

(at this order) by such field redefinitions. That is, the derivative couplings in (5.8) can be

removed by the field redefinition

Σ2
I =

√
32

(
σ2

I +
11

6
s1
i s

1
jaIij + · · ·

)
, (5.14)

where Σ2
I is the three dimensional field. (The prefactor ensures canonical normalization of

the three dimensional field, as we will shortly discuss.) This field redefinition defines the

KK reduction map between six and three dimensional fields.

The resulting set of three dimensional field equations can then be integrated to the

following three-dimensional bulk action

n1n5

4π

∫
d3x

√
−G

(
RG + 2 − 1

2
(DS1

i )2 +
1

2
(S1

i )2 − 1

2
(DS2

I )2 − 1

2
(DΣ2

I)
2

)
(5.15)

+
n1n5

8π

∫ (
A+

α dA+α +
1

3
εαβγA+αA+βA+γ − A−

α dA−α − 1

3
εαβγA−αA−βA−γ

)
+ · · · .

The ellipses denote fields dual to operators of higher dimension not being considered here,

along with higher order interactions. The boundary terms in this action will be discussed

later in the context of holographic renormalization.

An overall rescaling of the scalar fields arises from demanding that the three-

dimensional scalar fields are canonically normalized, up to the overall scaling of the action;

it follows from the quadratic actions given in [26]. Thus the three dimensional fields Sk
I

and Σk
I are related to the six-dimensional fields sk

I and σk
I via

Sk
I = 4

√
k(k + 1)(sk

I + · · ·), Σk
I = 4

√
k(k − 1)(σk

I + · · ·). (5.16)

The ellipses denote non-linear terms in the KK map of which only (5.14) will be relevant

here; other terms do not contribute to the order we need. The normalization of the gauge

field terms also follows from the actions given in [26]. Note that the leading scalar field cor-

rections to the gauge field equation (5.13) are also implicitly contained in the action (5.15),

recalling that D is a covariant derivative and the scalar fields are charged under the SO(4)

gauge group.

The overall prefactor in the action (5.15) follows from the chain of dimensional reduc-

tions

1

2κ2
10

∫
d10x

√−g10e
−2Φ(R10+· · ·) → 1

2κ2
6

∫
d6x

√−g(R+ · · ·) → 1

2κ2
3

∫
d3x

√
−G(RG+2 · · ·).

(5.17)
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Implicitly in the latter expression the curvature scale is contained in the prefactor, so that

the background AdS3 metric G has unit radius. Then

2κ2
10 = (2π)7(α′)4; 2κ2

6 =
1

(2π)4V
2κ2

10; 2κ2
3 =

1

2π2Q1Q5
2κ2

6, (5.18)

which using (3.6) implies that
1

2κ2
3

=
n1n5

4π
, (5.19)

as in (5.15).

5.4 Holographic renormalization and extremal couplings

Having determined the three-dimensional fields and the equations of motion which they

satisfy we are now ready to determine vevs using the procedure of holographic renormaliza-

tion. We will first briefly review this procedure, using the Hamiltonian formalism developed

in [22, 23]. Let OΨk be the dimension k operator dual to the three dimensional supergravity

field Ψk, the latter being related to the six dimensional fields ψQ by non-linear KK maps.

Then its vev can be expressed as

〈OΨk〉 =
n1n5

4π

(
(πΨk)(k) + · · ·

)
; (5.20)

where we will explain the meaning of the ellipses below. Now πΨk is the radial canonical

momentum for the field Ψk and (πΨk)(k) is the kth component in its expansion in terms

of eigenfunctions of the dilatation operator. The results of [22, 23] show that there is a

one to one correspondence between momentum coefficients and terms in the asymptotic

expansion of the fields.

That is, the near boundary expansion of the metric and scalar fields is

ds2
3 =

dz2

z2
+

1

z2

(
g(0)uv + z2

(
g(2)uv + log(z2)h(2)uv + (log(z2))2h̃(2)uv

)
+ · · ·

)
dxudxv;

Ψ1 = z(log(z2)Ψ1
(0)(x) + Ψ̃1

(0)(x) + · · ·); (5.21)

Ψk = z2−kΨk
(0)(x) + · · · + zkΨk

(2k−2)(x) + · · · , k 6= 1.

In these expressions (G(0)uv ,Ψ
1
(0)(x),Ψk

(0)(x)) are sources for the stress energy tensor and

scalar operators of dimension one and k respectively; as usual one must treat separately

the operators of dimension ∆ = d/2, where d is the dimension of the boundary. Note that

the 2-dimensional boundary coordinates are labeled by (u, v).

The correspondence between the momentum coefficients and these expansion coeffi-

cients for the scalar fields is then

(πΨk)(k) = ((2k − 2)Ψk
(2k−2)(x) + · · ·); (5.22)

(πΨ1)(1) = (2Ψ̃1
(0) + · · ·).

The ellipses denote non-linear terms in the relations that involve the sources and do not

play a role here.

The ellipses in (5.20) denote terms non-linear in momenta. Such terms are related to

extremal correlators and play a crucial role which we will discuss in detail. Before doing

so, however, it is convenient to first discuss the gauge fields.
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5.4.1 R symmetry currents

Let us now consider the vevs for R symmetry currents; these were previously discussed

in [37, 38] and we will briefly summarize their results here. Given the asymptotic form

of the metric (5.21) the Chern-Simons gauge fields have corresponding asymptotic field

expansions

A±α = A±α + z2A±α
(2) + · · · . (5.23)

Here A±α are fixed boundary values which are respectively holomorphic and anti-

holomorphic. A key point is that the vev will be obtained from the leading order term in

this expansion which is not affected by the other supergravity fields. Supergravity cou-

plings affect only the subleading behavior of the gauge field, and thus we can neglect them.

Put differently, the vev for the R symmetry current involves only the gauge field and there

are no non-linear contributions.

The following boundary action

SB =
n1n5

16π

∫
d2x

√−γγuv(A+α
u A+α

v + A−α
u A−α

v ) (5.24)

ensures that the variational problem for the gauge fields is well-defined with these boundary

conditions; γuv is the induced boundary metric.8 With these boundary terms the on-shell

variation of the action yields the currents

〈
J±α

u

〉
=

1√−γ

(
δS

δA±αu
α

)
=

n1n5

8π
(g(0)uv ∓ εuv)A±αv. (5.25)

As discussed recently in [38] the resulting currents have the desired properties. In partic-

ular, momentarily switching to the Euclidean signature and using conformal gauge for the

boundary metric so that g(0)uvdxudxv = dwdw̄, the currents are

J+α
w =

n1n5

4π
A+α

w ; J+α
w̄ = 0; (5.26)

J−α
w = 0; J−α

w̄ =
n1n5

4π
A−α

w̄ .

Thus the SU(2)L and SU(2)R right currents are holomorphic and anti-holomorphic respec-

tively, as expected for the boundary CFT. Moreover the current modes defined by

J+α
n =

1

2πi

∮
dwwnJ+α

w ; J−α
n =

1

2πi

∮
dw̄w̄nJ−α

w̄ , (5.27)

obey the correct SU(2) current algebras.

5.4.2 Scalar operators

Consider next the scalar operators; here the non-linear terms in (5.20) play a crucial

role. Just as in [20] we need to take into account the rather subtle issue of extremal

8In [37] the additional boundary term ∆SA = −n1n5

16π

R
d2x

√−γ(γuv + εuv)A+α
u A−α

v was added to the

action. The variational problem is still consistent, but this term couples left and right movers so it is not

appropriate for our purposes.
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couplings. Recall that an extremal correlation function is one for which the dimension of

one operator is equal to the sum of the other operator dimensions. The corresponding

bulk couplings in supergravity vanish: this is physically necessary, because such couplings

would induce conformal anomalies which are known to be zero (and non-renormalized).

In [25] it was appreciated that extremal correlators are obtained not from bulk couplings,

but instead from certain finite boundary terms. These would arise from demanding a well

posed variational problem in the higher dimensional theory, and then keeping track of all

boundary terms when carrying out the KK reduction.

These same extremal couplings play a key role in determining the vevs. Suppose the

operator OΨk has a non-vanishing extremal n-point function with operators {OΨka}, with

a = 1, · · · (n− 1). Then this implies an additional term in the holographic renormalization

relation

〈OΨk〉 =
n1n5

4π

(
(πΨk)(k) + Akk1···k(n−1)

∏

ka

(πΨka )(ka) + · · ·
)

(5.28)

The coupling Akk1···k(n−1)
must be such that one obtains the correct n-point function upon

functional differentiation.

Now consider how this issue affects the vevs being determined here: there are po-

tentially contributions to vevs of dimension two operators from their couplings to two

dimension one operators. The latter include both the operators dual to the scalars S1
i and

the R-symmetry currents dual to the gauge fields A±α
µ . Let us consider first the following

extremal three point functions between scalar operators

Σ2 :
〈
OΣ2

I
OS1

i
OS1

j

〉
; S2 :

〈
OS2

I
OS1

i
OS1

j

〉
. (5.29)

If these three point functions are non-zero, there will necessarily be additional quadratic

contributions to the vevs of the dimension two operators.

In the discussions of [20] one could use the known free field extremal correlators of

N = 4 SYM along with non-renormalization theorems to fix the additional terms in (5.28).

As we will discuss momentarily comparing with field theory is in this case rather more

subtle. From the supergravity side there are two methods to compute these quadratic terms.

The first would be to start with the six-dimensional action, demand that the variational

problem is well-defined (which fixes boundary terms), and then dimensionally reduce to

three dimensions. This is straightforward in principle, but to extract the required coefficient

we need boundary terms cubic in the fields, which in turn requires expanding the field

equations to cubic order. Thus we choose to use a second method: we compute the extremal

correlator in supergravity by computing the corresponding non extremal correlator and

then using a careful limiting procedure. This computation of the extremal correlators and

hence the non-linear terms (5.28) is presented in appendix D.

Since all non-extremal three point functions between three OSI operators vanish [36,

26], one also obtains no extremal three point function and therefore no extra contributions

to
〈
S2

I

〉
beyond the standard term given in (5.20). The cubic coupling between one Σ

field and two S fields is however generically non-vanishing [36, 26] and therefore we do

obtain an extremal three point function which leads to the following result for the scalar
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contributions to the one point function (D.12), (D.14)

〈OΣ2
I
〉 =

(n1n5

4π

)(
π

Σ2
I

(2) −
1

4
√

2
aIijπ

S1
i

(1)π
S1

j

(1)

)
. (5.30)

An extremal coupling between the dimension two scalar operators and two R symmetry

currents would require a term in the rhs of (5.30) proportional to AuAu. However such

term is gauge dependent and thus forbidden. We conclude that there are no additional

contributions to (5.30).

Before leaving this section we should note why the extremal correlators were fixed via

a limit of the non-extremal supergravity correlators and other indirect arguments rather

than from a dual field theory computation. The relevant three point functions of scalar

operators in the orbifold CFT were computed in [39] and [40]. There is no known non-

renormalization theorem to protect them and thus no justification for extrapolating them

to the strong coupling regime. Indeed, as we discuss in appendix F, certain correlation

functions seem to disagree between supergravity and the orbifold CFT.

5.4.3 Stress energy tensor

Finally we discuss the vev for the stress energy tensor. This being a dimension two operator,

we again need to take into account terms quadratic in two dimension one operators. Terms

quadratic in the scalar fields S1
i and in the gauge fields A±α

µ both contribute. Let us

momentarily suppress the gauge field contributions. Then as discussed in the previous

section, the three dimensional metric couples at leading order to the scalar field S1
i in the

three dimensional equations of motion and thus we need to derive the one point functions

for this coupled system. This computation is very similar to the Coulomb branch analysis

given in [41, 42] and is summarized in appendix E.

Next consider the additional contributions to the stress energy tensor quadratic in the

gauge field. These immediately follow from the variation of the boundary terms (5.24),

since the bulk Chern-Simons terms cannot contribute. Thus the total result for the stress

energy tensor follows from (E.3) plus gauge field terms giving:

〈Tuv〉 =
n1n5

2π

(
g(2)uv +

1

2
Rg(0)uv +

1

4
(S̃1

(0))
2g(0)uv +

1

4
(A+α

(u A+α
v) + A−α

(u A−α
v) ) + · · ·

)
,

(5.31)

where the terms in ellipses (source terms for the scalars) are given in (E.3) but do not

contribute in our solutions. (Recall that parentheses denote the symmetrised traceless

combination of indices.)

Now consider the effect of a large gauge transformation of the form A+3
w → A+3

w + η.

As discussed in [38] (see also [5]) this induces the shifts

L0 → L0 + ηJ+3
0 +

1

4
kη2; J+3

0 → J+3
0 +

1

2
kη, (5.32)

where the Virasoro generator is defined as L0 = c
24 +

∮
dwTww and the level of the SU(2)

algebra is k ≡ n1n5. This is clearly a spectral flow transformation, and shows the relation-

ship between bulk coordinate transformations on the S3 and spectral flow in the boundary

theory.
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6. Vevs for the fuzzball solutions

We are now ready to extract the vevs from the asymptotic expansions of the fields in

the fuzzball solutions given in (4.20), (4.21), (4.22) and (4.23). The appropriate (gauge

invariant) combinations of six-dimensional scalar and gauge fields are

s1i =
1

4r
(f11i − f51i) + · · · ; s2I =

1

8r2
(f12I − f52I) + · · · ; (6.1)

σ2
I = − 1

8r2
(f12I + f52I) +

1

24r2
(f5

1i)(f
5
1j)aIij +

1

r2
aα−aβ+fIαβ + · · · .

A+α
t = −2aα+ + · · · ; A+α

y = 2aα+ + · · · ,
A−α

t = −2aα− + · · · ; A−α
y = −2aα− + · · · .

The graviton is given by

Htt = f5
1if

5
1i − aα+aα+ − aα−aα− + · · · ; (6.2)

Hyy = −f5
1if

5
1i − aα+aα+ − aα−aα− + · · · ;

Hty = aα+aα+ − aα−aα− + · · · ;

Hrr = − 2

r4
f5
1if

5
1i + · · · .

Next we extract the three-dimensional fields, which involves rescaling and shifting the

scalar fields as defined in (5.14) and (5.16):

S1
i = −2

√
2

r
f5
1i + · · · ; S2

I =

√
3√

2r2
(f1

2I − f5
2I) + · · · ; (6.3)

ΣI
2 =

√
32

(
− 1

8r2
(f1

2I + f5
2I) +

1

2r2
(f5

1i)(f
5
1j)aIij +

1

r2
aα−aβ+fIαβ + · · ·

)
.

where we used (4.10) in S1
i . Note that the gauge fields and the metric are not rescaled or

shifted upon the dimensional reduction to this order.

Thus for the scalar operators we obtain using (5.20) and (5.30) the vevs

〈
OS1

i

〉
=

n1n5

4π
(−4

√
2f5

1i); (6.4)
〈
OS2

I

〉
=

n1n5

4π
(
√

6(f1
2I − f5

2I));
〈
OΣ2

I

〉
=

n1n5

4π

√
2(−(f1

2I + f5
2I) + 8aα−aβ+fIαβ).

The currents follow from (5.25) as

〈
J+α

〉
=

n1n5

2π
aα+(dy − dt);

〈
J−α

〉
= −n1n5

2π
aα−(dy + dt). (6.5)

To evaluate the vev of the stress energy tensor using (5.31) we first need to bring the metric

into the Fefferman-Graham coordinate system. This requires the following change of radial

coordinate

z =
1

r
− 1

2r3
(f5

1i)
2 + · · · (6.6)
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After changing radial coordinate in this way the metric becomes

ds2
3 =

dz2

z2
+

1

z2
(1 − 2(f5

1i)
2z2)(−dt2 + dy2) (6.7)

−aα+aα+(dt − dy)2 − aα−aα−(dt + dy)2 + · · ·

The metric perturbation in the second line is traceless with respect to the leading order

metric. Now applying the formula (5.31) we find that

〈Tuv〉 = 0. (6.8)

This is the anticipated answer, since these solutions are supposed to be dual to R vacua.

The cancellation is however very non-trivial and needed all the machinery of holographic

renormalization.

6.1 Higher dimension operators

Having extracted the vevs for all operators up to dimension two using the systematic

procedure developed in [20], it is worth considering whether any predictions can be made

for vevs of higher dimension operators. These could of course be determined by the same

systematic procedure used above, by retaining all terms to sufficiently high order, but this

would involve considerable computation.

It is therefore useful to recall at this point the result obtained in [35] for the vevs

extracted from supergravity solutions corresponding to the Coulomb branch of N = 4

SYM. When these solutions are asymptotically expanded in the radial coordinate of the

defining harmonic function, non-linear terms in the vevs of CPOs arising from non-linear

terms in the higher dimensional fields, non-linear terms in the KK reduction map and

non-linear terms in the holographic renormalization relations all cancel out!9 The vevs are

given by the linear terms in the higher dimensional fields. “Non-linear” in this context

means terms which are non-linear in spherical harmonics.

Now consider what happens here if one retains only the linear terms in the fields, the

dimensional reductions and the holographic renormalization relations. Then from (6.1),

only the terms in boldface are retained. This means that there is no graviton perturbation

to this order, and thus that the three-dimensional mass vanishes, in accordance with the

expectation that these geometries describe R vacua. Furthermore, these terms give pre-

cisely the same results as before for the scalar OS and current vevs, in which all non-linear

contributions canceled. It is an interesting question to understand why the linear terms

alone determine the stress energy tensor and OS vevs. Note that just as in [35] a priori

there is absolutely no justification for neglecting the non-linear terms, given that there is

no small parameter. Presumably this question can be answered by understanding holo-

graphic renormalization directly in the higher dimension and developing the map between

higher-dimensional fields and operators.

9Strictly speaking, the cancellation was proven in [35] for operators of dimension four and less for which

the corresponding vevs had been extracted using the rigorous procedures of [20]. However, the linearized

approach gave results which agreed with the (non-renormalized) weak coupling field theory results for all

dimension operators.
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However, the linear terms clearly fail to give the correct answer for the operators dual

to Σ2. Thus the linearized approximation in this situation fails already at dimension two,

which is the first place where non-linear terms can play a role (but note that it still holds

for the dimension two operator OS2).

Nevertheless one may proceed with the linearized procedure in order to get a rough

idea of the behavior of the vevs for higher dimension operators. From the asymptotic

expansion of the solution we extract the following linear terms for the scalars

sk
I =

1

4krk
(f1

kI − f5
kI) + · · · (6.9)

σk
I = − 1

4krk
(f1

kI + f5
kI) + · · ·

From these asymptotics the vevs of the dual operators contain the linear terms

〈
OSk

I

〉
=

(n1n5

4π

)
2(k − 1)

√
k + 1√

k
(f1

kI − f5
kI + · · ·); (6.10)

〈
OΣk

I

〉
= −

(n1n5

4π

)
2(k − 1)

√
k − 1√

k
(f1

kI + f5
kI + · · ·),

where the ellipses denote the non-linear terms. Recall that (f1
kI , f

5
kI) are proportional to

the kth multipole moments of the D1 and D5 brane charge distributions, respectively. We

will argue in the section 9 that these linear terms do not give the expected answer for the

vevs of operators OΣk
I
, although they seem to be sufficient to give the expected answer for

the vevs of operators OSk
I
, at least for circular curves.

Following analogous arguments for the dimension kv vector chiral primaries JIv±
kv

dual

to bulk vectors AIv±
kv

, we get the following structure

〈
JIv±

kv

〉
∝

(n1n5

4π

)
(AkI)iE

±
IvIi(dt ∓ dy) + · · · , (6.11)

where the ellipses denote again the non-linear terms, the spherical harmonic triple overlap

E±
IvIi is defined in (A.10) and (AkI)i is defined in terms of the curve F i(v) in (4.6). To

extract the exact coefficient relating the asymptotics of the bulk vector fields to the current

vev, one would need to analyze the relevant Proca-Chern-Simons bulk equation and obtain

the holographic renormalization relation for this case.

In the discussions of [35], the vevs obtained by the linearized approach gave correctly

all the (non-renormalized) field theory vevs. Here the linearized approach does not give

correctly vevs for chiral primaries. Moreover, we will also argue that there are additional

vevs which are not captured by the linearized approximation at all. For example, when

one linearizes the solution following the above procedure the (non primary) scalar fields

(tkI , τ
k
I ) are identically zero, but arguments given in section 9 suggest that the corresponding

operators should in general have non-zero expectation values. Perhaps these vevs could

still be extracted by an appropriate linearized analysis, but it is not apparent what the

prescription should be. By contrast, the systematic method of [20] used in earlier sections

will certainly give the correct answer for these vevs.
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Note also that the linearized approximation manifestly gives different answers in dif-

ferent coordinate systems. For the example of the solution based on a circular curve we

discuss in the next section, the linearized approximation in the coordinate system (7.10)

actually gives the conjectured answers for scalar vevs, but linearizing in the hatted coordi-

nate system (flat coordinates on R4) gives different answers. Both in the fuzzball solutions

considered here and in the Coulomb branch solutions discussed in [35] there are preferred

coordinate systems, those in which the harmonic functions are naturally expressed. For

the Coulomb branch this coordinate systems was precisely that in which linearizing gives

the correct vevs, but here it does not. In general, however, there will be no preferred

coordinate system or it may not be visible (as in (7.10)), and therefore there would be no

natural way to linearize; one would have to apply the general methods of [20].

7. Examples

We discuss in this section the application of the general results to two specific examples:

solutions based on circular and ellipsoidal curves, respectively.

7.1 Circular curves

A commonly used example of the fuzzball solutions is that in which the curve F i(v) is a

(multiwound) circle [5, 6, 4],

F 1 = µn cos
2πnv

L
, F 2 = µn sin

2πnv

L
, F 3 = F 4 = 0. (7.1)

The ten-dimensional solution in this case is conveniently written as

ds2 = f
−1/2
1 f

−1/2
5

(
−

(
dt̃ − µn

√
Q1Q5

r̂2+µ2
n cos2 θ̂

sin2 θ̂dφ

)2

+

(
dỹ − µn

√
Q1Q5

r̂2+µ2
n cos2 θ̂

cos2 θ̂dψ

)2
)

+f
1/2
1 f

1/2
5

(
(r̂2 + µ2

n cos2 θ̂)

(
dr̂2

r̂2 + µ2
n

+ dθ̂2

)
+r̂2 cos2 θ̂dψ2 + (r̂2 + µ2

n) sin2 θ̂dφ2

)

+f
1/2
1 f

−1/2
5 dz · dz; (7.2)

e2Φ = f1f
−1
5 ,

f1,5 = 1 +
Q1,5

r̂2 + µ2
n cos2 θ̂

,

whilst the tensor field is as in (3.1) with

A = µn

√
Q1Q5

(r̂2 + µ2
n cos2 θ̂)

sin2 θ̂dφ; B = −µn

√
Q1Q5

(r̂2 + µ2
n cos2 θ̂)

cos2 θ̂dψ. (7.3)

This solution is precisely of the form (3.1), using a non-standard coordinate system on R4.

That is, the hatted coordinates (r̂, θ̂, φ, ψ) are related to usual coordinates (r, θ, φ, ψ) on

R4 such that the metric is

ds2 = dr2 + r2(dθ2 + sin2 θdφ2 + cos2 θdψ2), (7.4)
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via

r̂ cos θ̂ = r cos θ; r2 = r̂2 + µ2
n sin2 θ̂. (7.5)

Note that this relation implies

1

r̂2 + µ2
n cos2 θ̂

=
1√

(r2 + µ2
n)2 − 4µ2

nr2 sin2 θ
, (7.6)

with the latter admitting the following asymptotic expansion

1√
(r2 + µ2

n)2 − 4µ2
nr2 sin2 θ

=
∑

k∈2Z

(−1)k/2 µk
nY 0

k (θ3)√
k + 1r2+k

, (7.7)

where the harmonic function is expanded in normalized spherical harmonics Y 0
k which are

singlets under the SO(2)2 Cartan of SO(4). These harmonics are given in (A.19); there is

precisely one such singlet at each even degree. The asymptotic expansion in (7.7) follows

from (4.4) upon using the fact that the lhs of (7.7) is equal to

1

L

∫ L

0

dv

|x − F |2
, (7.8)

with F i given in (7.1), so θF
3 = π/2 and Y 0

k (π/2) = (−1)k/2
√

k + 1 .

The parameters (n, µn) labeling the curve are related to the charges via

nµn =
L

2π

√
Q1

Q5
=

√
Q1Q5

R
≡ µ, (7.9)

or equivalently µn = 1/(nR̃), where R̃ = R/
√

Q1Q5. In deriving these results we have

used (3.5) and (3.7).

The near horizon limit of (7.2) gives the six-dimensional fields

ds2
6 =

√
Q1Q5

(
−(r̂2 + µ2

n)dt2 + r̂2dy2 +
dr̂2

(r̂2 + µ2
n)

)
(7.10)

+
√

Q1Q5

(
dθ̂2 + sin2 θ̂(dφ + µndt̃)2 + cos2 θ̂(dψ − µndỹ)2

)
;

G5 =
√

Q1Q5r̂dt ∧ dy ∧ dr̂ +
√

Q1Q5 cos θ̂ sin θ̂dθ̂ ∧ (dφ + µndt) ∧ (dψ − µndy).

with the scalar field Φ and the anti-self dual field G6 vanishing. As previously, it is con-

venient to use the rescaled coordinates t̃ =
√

Q1Q5t and ỹ =
√

Q1Q5y so that the overall

scale factor is manifest. Note that the coordinate y has periodicity 2πR̃. When n = 1 there

is a coordinate transformation (φ → φ + µnt, ψ → ψ + µny) that makes the metric exactly

AdS3 × S3. For n > 1 one can similarly shift the angular coordinates, but the resulting

spacetime metric has a conical defect. As discussed in [5, 3], such a coordinate change is

equivalent to carrying out a spectral flow to the NS sector; in the case of n = 1 the flow is

to the vacuum. One way of seeing this is that under such a shift the Killing spinors change

periodicity about the circle direction ỹ. In the above coordinate system they are periodic,

whilst after the coordinate transformation they are anti-periodic [5].
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In the context of this paper, however, we are interested in R vacua of the CFT, and

thus we do not wish to flow to the NS sector. This means we should interpret the solution

in the original coordinate system, where the Killing spinors are periodic. From (7.10) we

can immediately read off the three dimensional gauge field as

A−3 = µn(dy + dt); A+3 = µn(dy − dt). (7.11)

The superscript indicates that the relevant Killing vectors are those given in the appendix

in (A.14), such that A+3 and A−3 commute. The fact that there is a coordinate transfor-

mation where the solution is (locally) AdS3 × S3 means that the three dimensional scalar

fields (S1
i , S2

I ,Σ2
I , · · ·) vanish. Note that the latter result is immediately obvious in the

hatted coordinate system but it is not manifest in the coordinate system (r, θ, φ, ψ). That

the S fields vanish in the latter coordinate system follows from (6.1) since f1
kI = f5

kI . To

see the vanishing of Σ2
0 one has to use in (6.1) the identity

−1

8
(f1

20 + f5
20) + f033a

3+a3− = 0, (7.12)

which follows from (7.7) and the identity (A.18).

Now given the three dimensional fields we derive the corresponding vevs,

〈Tuv〉 =
〈
OS1

i

〉
=

〈
OS2

I

〉
=

〈
OΣ2

0

〉
= 0; (7.13)

〈
J+3

〉
=

n1n5

4π
µn(dy − dt);

〈
J−3

〉
=

n1n5

4π
µn(dt + dy).

Note that the R-symmetry charges

j3 ≡
∫ 2πR̃

0
dyJ+3

ỹ =
n1n5

2n
; (7.14)

j̄3 ≡
∫ 2πR̃

0
dyJ−3

ỹ =
n1n5

2n
,

are quantized in half integral units provided that n is a divisor of n1n5.

7.2 Ellipsoidal curves

The next simplest case to consider is a solution determined by a planar ellipsoidal curve:

F 1 = µna cos
2πnv

L
, F 2 = µnb sin

2πnv

L
, F 3 = F 4 = 0, (7.15)

with µn as in (7.9). The D1-brane charge constraint (3.5) implies that (a2 + b2) = 2. The

vevs for this solution are given by

〈Tuv〉 =
〈
OS1

i

〉
= 0;

〈
J+3

〉
=

N

4π
µnab(dy − dt);

〈
J−3

〉
=

N

4π
µnab(dt + dy);

〈
OS2

m,m̄

〉
=

〈
OΣ2

m,m̄

〉
= 0; m 6= m̄ (7.16)
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〈
OS2

1,1

〉
=

〈
OS2

−1,−1

〉
= − N

8
√

2π
µ2

n(a2 − b2);

〈
OS2

0,0

〉
=

N

4
√

2π
µ2

n(a2b2 − 1);

〈
OΣ2

1,1

〉
=

〈
OΣ2

−1,−1

〉
= −

√
3N

8
√

2π
µ2

n(a2 − b2);

〈
OΣ2

0,0

〉
=

√
3N

4
√

2π
µ2

n(a2b2 − 1).

Here we denote by (m, m̄) the (SU(2)L,SU(2)R) charges. The vanishing of the vevs of

operators with charges m 6= m̄ follows from the fact that the curve preserves rotational

symmetry in the 3-4 plane. The equality of the vevs for operators with charge (1, 1) and

(−1,−1) follows from the orientation of the ellipse in the 1-2 plane: its axes are orientated

with the 1-2 axes. Explicit representations of the corresponding spherical harmonics are

given in (A.23).

One can also consider a planar ellipsoidal curve of different orientation, described by

the curve

F 1 = µn

(
a cos

2πnv

L
+ c sin

2πnv

L

)
, F 2 = µn

(
b sin

2πnv

L
+ d cos

2πnv

L

)
, (7.17)

with F 3 = F 4 = 0 and µn as in (7.9). The D1-brane charge constraint (3.5) in this case

requires that (a2 + b2 + c2 + d2) = 2. The non-vanishing vevs are

〈
J+3

〉
=

N

4π
µn(ab − cd)(dy − dt);

〈
J−3

〉
=

N

4π
µn(ab − cd)(dt + dy);

〈
OS2

±1,±1

〉
= − N

8
√

2π
µ2

n((a ± id)2 + (c ± ib)2);

〈
OS2

0,0

〉
=

N

4
√

2π
µ2

n((ab − cd)2 − 1); (7.18)

〈
OΣ2

±1,±1

〉
= −

√
3N

8
√

2π
µ2

n((a ± id)2 + (c ± ib)2);

〈
OΣ2

0,0

〉
=

√
3N

4
√

2π
µ2

n((ab − cd)2 − 1).

The vevs for operators with charge (1, 1) and (−1,−1) are no longer equal, since the axes

of the ellipse are no longer orientated with the 1-2 axes. The vevs are however complex

conjugate, as they must be since the operators are complex conjugate to each other.

8. Dual field theory

To understand the interpretation of the holographic results it will be useful to review

certain aspects of the dual CFT and the ground states of the R sector. The dual CFT is

believed to be a deformation of the N = (4, 4) supersymmetric sigma model with target

space SN (X), where N = n1n5 and the compact space is either T 4 or K3. Most of the

discussion below will be for the case of T 4, although the results extend simply to K3. The
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orbifold point is roughly the analogue of the free field limit of N = 4 SYM in the context

of AdS5/CFT4 duality.

The chiral primaries and R ground states can be precisely described at the orbifold

point. In particular, there exists a family of chiral primaries in the NS-NS sector associated

with the (0, 0), (2, 0), (0, 2), (1, 1) and (2, 2) cohomology of the internal manifold (we do

not discuss the chiral primaries associated with odd cohomology in this paper). These can

be labeled as

O(0,0)
n , h = h̄ =

1

2
(n − 1); (8.1)

O(2,0)
n , h = h̄ + 1 =

1

2
(n + 1);

O(1,1)q
n , h = h̄ =

1

2
n; q = 1, . . . , h1,1

O(0,2)
n , h = h̄ − 1 =

1

2
(n − 1);

O(2,2)
n , h = h̄ =

1

2
(n + 1),

where n is the twist, h1,1 in the dimension of the (1, 1) cohomology and h = j3, h̄ = j̄3. The

operator O(0,0)
1 is the identity operator. The complete set of chiral primaries associated

with this cohomology is built from products of the form

∏

l=1

(O(pl+1,ql+1)
nl

)ml ,

I∑

l=1

nlml = N , (8.2)

where pl, ql take the values ±1 (so that one gets the product of operators in (8.1); we

suppress the index q) and symmetrization over the N copies of the CFT is implicit.

In [43] the spectrum of chiral primary operators of the orbifold CFT was matched with

the KK spectrum. One should note however that the matching is not canonical in the sense

that the operators at the orbifold point and the fields in supergravity are characterized

by additional labels not visible in the other description. In particular, the supergravity

spectrum is also organized in representations of an additional10 S̃O(4)× SO(nt), as can be

seen from the tables of [33], where the S̃O(4) is the R-symmetry of the 6D supergravity (not

to be confused with the SO(4) R-symmetry of the CFT which is related to the isometries of

the S3) and nt is the number of tensor multiplets. On the other hand, the chiral spectrum

at the orbifold point is characterized by the set of integers nl,ml and the type of operator

associated with these, as in (8.2). Furthermore, there is an additional SO(4)I acting on the

chiral spectrum, related to global rotations of T 4 (see, for example, [39] or the review [44]).

It is not immediately clear how the labels nl,ml translate in the supergravity description

and what is the relation of SO(4)I with the supergravity S̃O(4) × SO(5) (nt = 5 for T 4).

To get a more precise mapping let us consider the special case of chiral primaries with

h = h̄. We see from (8.1) that there are 6 such operators for any h < N/2, except when

h = 1/2 in which case there are only 5 operators (O(0,0)
1 is the identity operator). In all

10gSO(4) was called SO(4)R in [33].
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cases 4 of these operators form a vector of SO(4)I . On the supergravity side, the fields

S
(r)I
k and ΣI

k have the correct dimensions and charges to correspond to these operators.

Note that k > 1 for ΣI
k, so we indeed have only 5 fields corresponding to operators of

dimension (1/2, 1/2). These fields are singlets under S̃O(4) and S
(r)I
k transforms in the

vector of SO(5). It thus appears natural to identify SO(4)I with an SO(4) subgroup of

SO(5) and to make the correspondence

Sp(q+6)
n ↔ O(1,1)q

n , q = 1, . . . , 4, n ≥ 1 (8.3)

where here and below the superscript p denotes that the relevant scalar fields are those

for which j3 = j and j̄3 = j̄. The question is then whether O(0,0)
n+1 or O(2,2)

n−1 corresponds to

S
p(6)
n . The most natural correspondence seems to be

Sp(6)
n ↔ O(0,0)

n+1 , n ≥ 1; (8.4)

Σp
n ↔ O(2,2)

n−1 n ≥ 2.

This identification is natural given that there is no Σ1 in supergravity but is clearly not

unique because Sp
n and Σp

n have the same charges so it could be that different combinations

of them correspond to the operators at the orbifold point.

A similar discussion holds for chiral primaries with h − h̄ = ±1/2,±1. The case of

h − h̄ = ±1/2 is not relevant here since we are not considering solutions associated with

odd cohomology in this paper. The case h − h̄ = ±1 is relevant but most of the points we

want to make can be made using examples that utilize only chiral primaries with h = h̄,

so we will not need a detailed discussion of them. We only mention that the corresponding

supergravity fields are massive vector fields.

Spectral flow maps these chiral primaries in the NS sector to R ground states, where

hR = hNS − jNS
3 +

c

24
;

jR
3 = jNS

3 − c

12
, (8.5)

where c is the central charge. Each of the operators in (8.2) is mapped by spectral flow to

an operator of definite R-charge

∏

l=1

(O(pl+1,ql+1)
nl

)ml → OR(2jR
3 ,2j̄R

3 ), jR
3 =

1

2

∑

l

plml, j̄R
3 =

1

2

∑

l

qlml. (8.6)

In particular, for fixed twist n the operators in (8.1) have the following charges after the

flow

O(0,0)
n → OR(−,−)

n ; (8.7)

O(2,0)
n → OR(+,−)

n ;

O(0,2)
n → OR(−,+)

n ;

O(2,2)
n → OR(+,+)

n ;

O(1,1)q
n → OR(0,0)q

n ,
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where it is understood that each of these operators is tensored by the appropriate power

of the identity operator such that (8.2) holds. For example, O(0,0)
n should be tensored by

(O(0,0)
1 )N−n, and the R-symmetry charge of the flown operator OR(−,−)

n follows from (8.5)

with c = 6n. It follows from (8.7) that the operators OR(±,±)
n form a (1

2 , 1
2) representation

of SU(2)L × SU(2)R whilst the operators OR(0,0)q
n are q singlets. From the form of the

operators in the NS sector (8.2) it is clear that jR ≤ 1
2N , since one can have at most N

operators in the product. Symmetrization over the copies of the CFT means that spectral

flow in the left and right moving sectors is not quite independent. When one has m copies

of the same operator one needs to symmetrize over copies and thus one obtains only states

with jR = j̄R = 1
2m (although the values of jR

3 and j̄R
3 range independently from −jR to

jR).

We will label by the R-charges the states obtained by the usual operator-state corre-

spondence,

|jR
3 , j̄R

3 〉 = OR(2jR
3 ,2j̄R

3 )(0)|0〉. (8.8)

8.1 R ground states and vevs

The R ground states can also be characterized by the expectation value of gauge invariant

operators in them. Since the fuzzball solutions are conjectured to be dual to R ground

states and the vevs of gauge invariant operators is the information we extracted from the

fuzzball solutions we would like to see what one can say about them using the dual CFT.

There are two sets of constraints on these vevs: kinematical and dynamical.

8.1.1 Kinematical constraints

The kinematical constraints follow from symmetry considerations and they have been re-

cently discussed in [15]. As discussed above the R ground states in the (usual) basis are

eigenstates of the R-symmetry charge. This implies that only neutral operators can have

a non-vanishing vev,

〈−jR
3 ,−j̄R

3 |O(k1,k2)|jR
3 , j̄R

3 〉 = 0, {k1 6= 0 or k2 6= 0} (8.9)

where k1 and k2 are the R-charges of the operator and we use the fact that the bra state

has the opposite R charge to the ket state.

8.1.2 Dynamical constraints and 3-point functions

The vevs of neutral gauge invariant operators are determined dynamically. One way to

determine them is using 3-point functions at the conformal point. Let |Ψ〉 = OΨ(0)|0〉.
Then the vev of an operator Ok of dimension k in the this state is given by

〈Ψ|Ok(λ−1)|Ψ〉 = 〈0|(OΨ(∞))†Ok(λ
−1)OΨ(0)|0〉, (8.10)

where λ is a mass scale. For scalar operators the 3-point function is uniquely determined

by conformal invariance and the above computation yields

〈Ψ|Ok(λ
−1)|Ψ〉 = λkCΨkΨ (8.11)
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where CΨkΨ is the fusion coefficient. Similarly, the expectation value of a symmetry current

measures the charge of the state

〈Ψ|j(λ−1)|Ψ〉 = 〈0|(OΨ(∞))†j(λ−1)OΨ(0)|0〉 = qλ〈Ψ|Ψ〉 (8.12)

where q is the charge of the operator OΨ under j.

Let us now apply these principles to the cases of interest here. We will thus need

to know the 3-point functions at the conformal point, which can be computed in the NS

sector and then flowed to the R sector. A computation of 3-point functions at the orbifold

point has been given in [39, 40]. We however need to know the result in the regime

where supergravity is valid. For the theory at hand there is no known non-renormalization

theorem that would protect the 3-point functions. Moreover, as discussed in appendix F,

the 3-point functions that can also be computed holographically (i.e. those involving only

operators dual to supergravity fields) are different from the 3-point functions computed at

the orbifold point.

So the only dynamical tests that one can currently do must involve states created by

operators corresponding to single particle states. In our case the fuzzball solutions are

meant to correspond to the R ground states connected with universal cohomology, so only

states created by the operators OR(±,±)
n are relevant. For these cases the corresponding 3-

point point functions can be computed by standard holographic methods using the results

in [36, 26].

Let Φ = (S,A+, A−,Σ) be the fields dual to the operators OR(±,±)
n . The three point

functions involving scalar chiral primaries have the following structure
〈
O†

ΦOΣOΦ

〉
6= 0,

〈
O†

ΦOSOΦ

〉
= 0. (8.13)

where O†
Φ denotes the conjugate operator with j3 = −j, j̄3 = −j̄. Our results for the vevs

include the lowest dimension operators in these towers.

From the results of [26] there are however other non-zero three point functions in

supergravity, such as
〈
O†

ΦOτOΦ

〉
6= 0,

〈
O†

ΦOρ±OΦ

〉
6= 0,

〈
O†

ΦOA±OΦ

〉
6= 0, · · · (8.14)

where the ellipses denote other operators, dual to other vectors and KK gravitons. These

operators all have sufficiently high dimensions that we did not compute their vevs. More-

over, the vevs of these operators are not captured at all by the linearized approximation.

9. Correspondence between fuzzballs and chiral primaries

9.1 Correspondence with circular curves

Having reviewed the description of the degenerate R ground states in the CFT we now

turn to the connection with the fuzzball solutions. The basic proposal is that there is a

correspondence between the R ground states and the curves F i(v) defining the supergravity

solutions. Let us consider first states of the specific form

(OR(±,±)
n )

N
n |0〉, jR

3 = ±N

2n
; j̄R

3 = ± N

2n
. (9.1)
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Then such ground states are proposed to be in one to one correspondence with circular

curves [1]:

(OR(+,+)
n )

N
n |0〉 ↔ F 1 =

µ

n
cos

(
2πnv

L

)
; F 2 =

µ

n
sin

(
2πnv

L

)
, (9.2)

with F 3 = F 4 = 0 and where the parameter µ is fixed via (3.5) to be
√

Q1Q5/R, see (7.9).

Similarly (OR(−,−)
n )N/n corresponds to a circle of the same radius in the 1-2 plane with

the opposite rotation (that is, F 2 → −F 2) and the operators (OR(+,−)
n )N/n, (OR(−,+)

n )N/n

correspond to circles in the 3-4 plane.

Note the states (9.1) are generically not dual to supergravity fields. Only the specific

states obtained by flowing the NS operators ((O(0,0)
1 )N ,O(p,q)

N ) correspond to supergravity

fields. All product operator do not correspond to supergravity fields, with the exception

of (O(0,0)
1 )N , since this is simply the identity operator in the NS sector. Moreover, whilst

the operators O(p,q)
N are dual to supergravity fields their special properties (following from

having maximal dimension) are not visible in supergravity computations which effectively

takes N → ∞.

There are various pieces of evidence for this correspondence between states and cir-

cular curves. Firstly the rotation charges match, using the discussions in section 7.1, in

particular (7.14). Secondly, as first discussed in [1], one can consider absorption processes

in the corresponding geometries, and compare the scattering behavior with CFT expec-

tations; they agree. (Note that for a general fuzzball geometry the wave equation for

minimal scalars is not separable, so the absorption cross-section cannot be computed, and

this comparison cannot be made.)

Our results for the scalar 1-point functions in (7.13) (along with (6.10)) give more

data which can be used to test the proposed correspondence. As discussed previously

kinematical constraints arise simply from charge conservation: if the R ground state is an

eigenstate of both jR
3 and j̄R

3 then only scalar operators with j3 = j̄3 = 0 can acquire a

vev. These correspond to the Y k
0 harmonics discussed in section 7.1. Thus the fact that

only such operators appear in (7.13) follows solely from kinematics.

Determining which of the (kinematically allowed) operators actually acquire a vev

involves dynamics also and is rather more subtle. Consider first the special case where

the operator (8.2) determining the ground state is the product (O(0,0)
1 )N , that is, the NS

vacuum. Then clearly all three point functions vanish, and thus all 1-point functions (apart

from j) in the corresponding R vacuum must vanish.

Moreover the vanishing of all 1-point functions implies that the non-linear terms in the

vevs of OΣk
I

in (6.10) must contribute. The linear terms in (6.10) do give the expected van-

ishing vev for OSk
I

since the D1-brane and D5-brane densities are constant along the curve.

However, for the circular profile the linear terms in the OΣk
I

vevs following from (6.10) give

〈
OΣk

0

〉
= (−)k+1/2N

(√
Q1Q5

R

)k (k − 1)3/2

π
√

k(k + 1)
+ · · · (9.3)

and therefore the non-linear terms denoted by ellipses must contribute, to give the expected

zero vev.
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Next consider the cases where the operator (8.2) determining the ground state is

(O(2,0)
1 )N , (O(0,2)

1 )N or (O(2,2)
1 )N . The supergravity solutions corresponding to these vacua

are clearly closely related to that just discussed: the defining curve is still a circle with

radius a = 1/R̃, but the rotation is in the opposite direction or the circle lies in the 3-4

plane. Therefore the one point functions should also vanish in these three cases. This

is consistent with the fact that these NS operators are related to the NS vacuum under

spectral flow by an integral parameter (i.e. NS to NS). That is, under a spectral flow

h′ = h − 2θj +
cθ2

6
; j′3 = j3 −

cθ

6
(9.4)

with θ = 1 the chiral primary with maximal j3 = N is mapped to the vacuum.

Now let us move to the more general states of the form (9.1), which are conjectured

to correspond to circular curves. Still there are no scalar chiral primary vevs according

to (9.3). Kinematics again dictates that only j3 = j̄3 = 0 operators acquire a vev, but the

fact that kinematically allowed vevs are zero follows from dynamical information about

three point functions. In particular, one needs to know the three point functions at the

conformal point for operators OΦ which are products in the CFT, and which therefore do

not correspond to single particle supergravity fluctuations. These are not known, so the

results for the vevs provide a prediction for these correlation functions at strong coupling,

provided the conjectured correspondence is correct.

9.2 Non-circular curves

Next we consider the curves corresponding to the most general states of the form (8.2); it

has been conjectured that these should correspond to connected curves in R4. For example,

a state of the form

(OR++
n )γN/n(OR−−

n )δN/n γ + δ = 1 jR
3 = j̄3

R =
1

2
N(γ − δ)/n, (9.5)

was conjectured in [1] to correspond to an elliptical curve

F 1(v) = µ
a

n
cos

(
2πnv

L

)
; F 2(v) = µ

b

n
sin

(
2πnv

L

)
, (9.6)

with F 3 = F 4 = 0 and µ =
√

Q1Q5/R. Provided that

a =
1√
2
(
√

1 + (γ − δ) +
√

1 − (γ − δ)); b =
1√
2
(
√

1 + (γ − δ) −
√

1 − (γ − δ)), (9.7)

the supergravity solution would have the correct angular momenta to match with the field

theory state.

Without any further data to match between supergravity and field theory one could

not check the proposed correspondence further. The one point functions of chiral primaries

computed here, however, immediately contradict the correspondence between operators of

the form (8.2) and connected curves in R4. The issue is the following. States of the

form (8.2) are eigenstates of angular momentum operators j3
R and j̄3

R. This means that
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scalar operators can acquire a vev only if j3
R = j̄3

R = 0, following (8.9). Note that this is

again purely kinematical, with dynamical information determining precisely which of these

operators actually acquire a vev.

However, the supergravity solution generated by a connected curve will, according to

the formulae, give rise to non-zero vevs for operators with (j3
R, j̄3

R) 6= 0 whenever the curve

is not circular. Put differently, a non-circular curve explicitly breaks the SO(2) × SO(2)

symmetries, with the symmetry breaking characterized by the vevs for operators with

non-zero (j3
R, j̄3

R).

One might wonder whether a non-circular curve could nonetheless give rise to vevs only

for j3
R = j̄3

R = 0 operators. That is, although the curve is non-circular in flat coordinates

on R4, it might be circular in another coordinate system, and the vevs might be related

to multipole moments in that coordinate system. This however contradicts the explicit

formulae for the vevs, exemplified by the case of an ellipsoidal curve, whose vevs are given

in (7.16). More generally, the vevs will clearly involve the multipole moments of the charge

distribution on the R4.

9.3 Testing the new proposal

Now consider the proposal made in [15] and here, that the supergravity solution defined by

a given curve is dual to a linear superposition of states with coefficients following from those

in the coherent state in the dual FP system. In particular, according to (1.13) and (2.29)

the ellipse (9.6) would be dual to the linear superposition

|ellipse) =

N/n∑

k=0

1

2
N
n

√
(N

n )!

(N
n − k)!k!

(a + b)
N
n
−k(a − b)k(OR++

n )(
N
n
−k)(OR−−

n )k; (9.8)

note that (a2 + b2) = 2 and that (a, b) are both real.

The issue is whether this proposal is consistent with the vevs extracted from the

corresponding geometry in section (7.2). Again this question is divided into kinematical

and dynamical parts. The fact that operators with equal and opposite J12 charge acquire

equal values in section (7.2) follows from the orientation of the ellipse and is a kinematical

constraint which must also be implicit in the dual description. (That operators with non-

zero J34 charge do not acquire a vev is also a kinematical constraint, of course, but this is

automatically satisfied for any proposed dual involving only operators of zero J34 charge.)

The actual non-zero values for the vevs in section (7.2) require dynamical information.

So does the proposed linear superposition satisfy the kinematical constraints? We can

prove that it does as follows. Let us write (9.8) as

|ellipse) =

N/n∑

k=0

ak|
(

N

n
− k

)
; k〉, (9.9)

where |(N
n − k); k〉 is shorthand for the state created by (OR++

n )(
N
n
−k)(OR−−

n )k and ak are

real coefficients (that can be read-off from (9.8)). Now consider a general J12 charged
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operator Om,m. Its vev is given by

(ellipse|Om,m|ellipse) =

N/n−m∑

k=0

a∗kam+k〈
(

N

n
− k

)
; k|Om,m|

(
N

n
− k −m

)
; k + m〉, (9.10)

whilst the corresponding operator with opposite charge O−m,−m acquires a vev

(ellipse|O−m,−m|ellipse) =

N/n−m∑

k=0

a∗m+kak

(
〈
(

N

n
−k

)
; k|Om,m|

(
N

n
−k−m

)
; k+m〉

)†

,

(9.11)

Given that the coefficients am are real, the vevs (9.10) and (9.11) will be the same provided

that the overlaps are real; the fusion coefficients for the corresponding extremal three point

functions do indeed have this property.

To test the values of the non-zero vevs in (7.16) one needs dynamical information.

One can check that the R charges are in agreement with those of the superposition (9.8) as

follows. The state |(N
n − k); k〉 is an eigenstate of both j3 and j̄3 with (equal) eigenvalues

(N/2n − k). Then

(ellipse|j3|ellipse) =

N/n∑

k=0

1

22N
n

(N
n )!

(N
n − k)!k!

(a + b)2
N
n
−k(a − b)2k

(
N

2n
− k

)
(9.12)

= −(a2 − b2)
N
n

2
2N
n

+1
z

∂

∂z

(
z +

1

z

)N
n

=
N

2n
ab; z =

(a − b)

(a + b)
;

with the same result for j̄3. This is in exact agreement with the result of (7.16).

The remaining non-zero vevs of (7.16) are the vevs of the charged operators O1,1 ≡
{OS1,1 ,OΣ1,1}, and the neutral operators, O0,0 ≡ {OS0,0 ,OΣ0,0}, where (m,n) denote the

(SU(2)L,SU(2)R) charges. To test whether the proposal is consistent with these vevs is

far more difficult: we would need to know the three point functions between all operators

occurring in (9.8) and the dimension two operators. Given that the former are not dual to

supergravity fields, we do not have any information about the relevant three point functions

and thus cannot check the vevs. That said, a well motivated guess for the structure of the

three point functions leads to vevs which agree remarkably well with those in (7.16).

Note that in (7.16) the vevs of the operators with the same charges are the same up to

overall numerical coefficients. We aim here to derive the universal behavior. For simplicity

we set n = 1. The corresponding state |N − k; k〉 in the FP system is a multiparticle state,

built out of free harmonic oscillators, as in (2.19), containing (N − k) quanta of negative

angular momentum and k quanta of positive angular momentum. We will assume that the

same picture holds in the D1-D5 system, at least in the large N limit, where the negative

(positive) angular momenta quanta are now positive (negative) R-charge quanta.

We now treat O1,1 and O0,0 in similar way. O1,1 creates a quantum of positive R-charge

and destroys a quantum of negative R-charge, so

O1,1 ∼ (a−12)†a+12, (9.13)
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and O0,0 is the product of number operators for positive and negative R-charge quanta,

O0,0 ∼ 1

N

(
(a+12)†a+12

) (
(a−12)†a−12

)
, (9.14)

where the normalization factor is introduced for later convenience.

Using standard harmonic oscillator relations then yields

〈N − k; k|O1,1|N − k − 1; k + 1〉 ∼
√

(N − k)(k + 1)µ2, (9.15)

with the scale µ2 appropriate to a dimension two operator inserted, as in (8.11). Then the

total vev for the ellipse is

(ellipse|O1,1|ellipse) ∼
N−1∑

k=0

µ2

22N

N !

(N − 1 − k)!k!
(a + b)2N−2k−1(a − b)2k+1;

=
Nµ2

22N
(2(a2 + b2))N−1(a2 − b2) =

1

4
Nµ2(a2 − b2), (9.16)

which indeed agrees in form with the vevs of charged operators in (7.16). The fact that

such a simple approximation for the three point functions works so well merits further

investigation.

For the neutral operators we obtain

〈N − k; k|O0,0|N − k, k〉 ∼ 1

N
µ2(N − k)k, (9.17)

and the corresponding total vev for this neutral operator is

(ellipse|O0,0|ellipse) ∼
N−1∑

k=1

µ2

22N

(N − 1)!

(k − 1)!(N − (1 + k))!
(a + b)2(N−k)(a − b)2k; (9.18)

=
1

22N
(N − 1)µ2(a2 − b2)2(2(a2 + b2))N−2 ∼ 1

4
Nµ2(1 − a2b2),

in agreement with the vevs for uncharged operators given in (7.16). Note that (9.17) also

gives zero for k = 0 and k = N , in agreement with the vanishing vevs of the neutral

operators for the circular case.

Now consider the more general ellipse of (7.17). The proposed dual in this case would

be

|a, b, c, d) =

N/n∑

k=0

1

2
N
n

√
(N

n )!

(N
n − k)!k!

(A+)
N
n
−k(A−)k(OR++

n )(
N
n
−k)(OR−−

n )k,

A± = (a ± b) + i(c ∓ d), (9.19)

with (a2 + b2 + c2 + d2) = 2. Following the same steps as above, one finds exactly the R

charges as in (7.18), supporting the proposal. As discussed below (7.18), charged operators

O1,1 and O−1,−1 no longer have equal vevs. Repeating the steps which led to (9.10)

and (9.11) one finds that
(

A+

A−

)m

〈Om,m〉 =

(
A∗

+

A∗
−

)m

〈O−m,−m〉. (9.20)
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Taking the case m = 1 this is indeed the relationship between the vevs 〈OΣ2
±1,±1

〉 and

〈OS2
±1,±1

〉 in (7.18), thus demonstrating that the proposal passes kinematical checks. Now

let us compute the vevs of the dimension two charged operators using the same approxi-

mation (9.15) as before; this gives

〈O±1,±1〉 ∼ Nµ2((a ± id)2 + (c ± ib)2), (9.21)

in agreement with (7.18). There is similar agreement for the behavior of the vevs of neutral

operators O0,0. Of course, given the agreement for the ellipse above, there must be agree-

ment for the rotated ellipse if the proposed dual captures correctly the orientation of the

curve in the 1-2 plane. Nonetheless, this example clearly demonstrates how the parameters

of the curve are captured by the (complex) coefficients in the linear superposition.

So to summarize: we have tested the proposed field theory dual in the case of elliptical

curves. We find perfect agreement for all kinematically determined quantities, thus demon-

strating the consistency of the proposal. We also find exact matching for the R charges

and qualitative agreement for the vevs of the scalar operators. To test the correspondence

further would require knowledge of three point functions involving multiparticle states at

the conformal point.

10. Symmetric supergravity solutions

We next move to the question of whether one can find geometries which are dual to a

single chiral primary, rather than a superposition of chiral primaries. As has already been

discussed, a geometry which is dual to a chiral primary must preserve the SO(2) × SO(2)

symmetry. This immediately implies that the asymptotics must be of the following form:

f5 =
Q5

r2

∑

k=2l

f5
k0

rk
Y 0

k ; (10.1)

f1 =
Q1

r2

∑

k=2l

f1
k0

rk
Y 0

k ,

where the scalar spherical harmonics Y 0
2l which are singlets under SO(2)×SO(2) are defined

in (A.19). The forms (A,B) must similarly admit an asymptotic expansion of the form:

Aa =
∑

k

Q5

rk+1
(Ak0+Y 0+

ka + Ak0−Y 0−
ka ); (10.2)

Ba =
∑

k

Q5

rk+1
(−Ak0+Y 0+

ka + Ak0−Y 0−
ka ),

where the vector spherical harmonics Y 0±
ka of degree k (k odd) whose Lie derivatives along

the SO(2)2 directions are zero are defined in (A.27). Note that these forms have only

components along the (φ,ψ) directions. We will now give several examples of solutions

which have asymptotics of this form, and discuss their interpretations.
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10.1 Averaged geometries

Here we discuss a way to construct supergravity solutions based on a general closed curve

F i which are symmetric under SO(2)× SO(2) and thus have vanishing vevs for all charged

operators. Let us first discuss the construction for arbitrary planar curves in the 1-2 plane.

Starting from a general curve (F 1, F 2, 0, 0) we construct a rotated curve,

F̃ 1 = cos αF 1 + sin αF 2, F̃ 2 = − sinαF 1 + cos αF 2, (10.3)

and then superimpose the solutions. This leads to a new harmonic function,

f5 =

∫ 2π

0

dα

2π

Q5

L

∫ L

0

dv

|x − F̃ |2
=

Q5

L

∫ L

0

dv√
(r2 + |F |2)2 − 4r2|F |2 sin2 θ

(10.4)

where we use coordinates on R4 such that (x1)2+(x2)2 = r2 sin2 θ, (x3)2+(x4)2 = r2 cos2 θ.

The harmonic function for f1 is the same as f5 in (10.4) but with the numerator on the

rhs multiplied by |Ḟ |2. The non-vanishing part of the gauge field is given by

Aφ =
Q5

L

∫ L

0

Ḟ [1F 2]dv

|F |2
(

1 − r2 + |F |2√
(r2 + |F |2)2 − 4r2|F |2 sin2 θ

)
, (10.5)

where φ is a polar coordinate in the 1-2 plane and square brackets indicate antisymmetriza-

tion with unit strength. The only non-vanishing component of the dual form B is

Bψ =
Q5

L

∫ L

0

Ḟ [1F 2]dv

|F |2
(

r2 − |F |2√
(r2 + |F |2)2 − 4r2|F |2 sin2 θ

− 1

)
. (10.6)

where ψ is a polar coordinate in the 3-4 plane. For a general curve (F 1, F 2, F 3, F 4) we can

proceed analogously by considering solutions rotated by angle α in the 1-2 plane and by

angle β in 3-4 plane and then averaging over α and β. For example, the function f5 would

be given by

f5 =

∫ 2π

0

dβ

2π

Q5

L

∫ L

0

dv√
(r2 + |F |2 − 2r cos θg(β))2 − 4r2((F 1)2 + (F 2)2) sin2 θ

;

g(β) = (F 3 cos(ψ + β) + F 4 sin(ψ + β)). (10.7)

This integral can be expressed in terms of elliptic integrals, although we have not obtained

the exact form. The asymptotics are however given by:

f5 =
Q5

Lr2

∫ L

0

∑

l≥0

dv

r2l
Pl(cos(2θ))Pl(Z(F (v)));

f1 =
Q5

Lr2

∫ L

0

∑

l≥0

dv

r2l
|∂vF |2 Pl(cos(2θ))Pl(Z(F (v))); (10.8)

A =
Q5

L

∫ L

0

∑

k

dv√
2(k + 1)rk+1

(
pk(F )(Ḟ 1F 2 − Ḟ 2F 1)(Y 0+

ka − Y 0−
ka )

+qk(F )(Ḟ 3F 3 − Ḟ 4F 3)(Y 0+
ka + Y 0−

ka )
)

;

Z(F ) = (F 3)2 + (F 4)2 − (F 1)2 − (F 2)2,
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where Pl(x) are Legendre polynomials of degree l and pk(F ) and qk(F ) are defined

in (A.29)–(A.31). These asymptotics are manifestly of the form given in (10.1) and (10.2).

Setting F 3 = F 4 = 0 gives the asymptotic expansion of the expressions given in (10.4)

and (10.5).

10.1.1 Example 1: the averaged ellipse

Consider the case of an ellipse, so that the defining curve is

F 1 = µa cos
2πv

L
, F 2 = µb sin

2πv

L
, (10.9)

with µ =
√

Q1Q5/R and (a2 + b2) = 2. (For simplicity we choose the frequency n to be

one.) In this example the integral over the curve in (10.4) can be carried out explicitly to

give

f5 =
2Q5

πz
K(w); (10.10)

z4 = (C2 + D2); w =

√
(z2 − C)√

2z
;

C = (r4 + 2µ2r2 cos 2θ + µ4a2b2);

D = µ2r2 sin 2θ(a2 − b2),

where K(w) is the complete elliptic integral of the first kind. Then f5 has poles only

where z has zeroes, namely at θ = π/2 and r = µa or r = µb. This suggests that any

singularities of the metric are confined to these locations, namely circles of radius a and

b in the 1-2 plane, and indeed one finds that the other defining functions (f1, A,B) only

have poles at these locations. Thus the geometry is less singular than one might have

anticipated. The integrands have singularities in the annular region defined by θ = π/2

and µa ≤ r ≤ µb (assuming a ≤ b) but the integrated functions only have singularities on

the circles bounding this annulus. Moreover these singularities seem to be such that the

only singularities of the resulting metric are conical.

10.1.2 Example 2: Aichelburg-Sexl metric

The Aichelburg-Sexl metric was also obtained by the procedure of averaging over curve

orientations in [2]. The defining curve has a section which is constant:

F 1 = a cos(
2πv

ξL
); F 2 = a sin(

2πv

ξL
), 0 ≤ v ≤ ξL; (10.11)

F 1 = a, ξL ≤ v ≤ L,

with all other F i(v) = 0 and ξ < 1. Such a profile gives rise to the following harmonic

functions:

f5 =

(
1 +

Q5ξ

r̂2 + a2 cos2 θ̂
+

Q5(1 − ξ)

(x1 − a)2 + x2
2 + x2

3 + x2
4

)
; (10.12)

f1 =

(
1 +

Q1

r̂2 + a2 cos2 θ̂

)
;

Aφ = a
√

ξ

√
Q1Q5

r̂2 + a2 cos2 θ̂
,
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where Q1 = Q5a
2(2π/L)2/ξ and as in (7.5) we introduce non-standard polar coordinates

on R4 to simplify the harmonic functions. Now we take the SO(2) orbit of the defining

curve, thus averaging over the location of the constant section in the 1-2 plane. This leads

to the SO(2) symmetric harmonic functions

f5 =

(
1 +

Q5

r̂2 + ξµ2 cos2 θ̂

)
; (10.13)

f1 =

(
1 +

Q1

r̂2 + ξµ2 cos2 θ̂

)
;

Aφ =
ξµ

√
Q1Q5

r̂2 + ξµ2 cos2 θ̂
,

which are those of the Aichelburg-Sexl metric

ds2 = f
−1/2
1 f

−1/2
5

(
−
(

dt− ξµ
√

Q1Q5

r̂2+ξµ2 cos2 θ̂
sin2 θ̂dφ

)2

+

(
dy− ξµ

√
Q1Q5

r̂2+ξµ2 cos2 θ̂
cos2 θ̂dψ

)2
)

+f
1/2
1 f

1/2
5

(
(r̂2+ξµ2 cos2 θ̂)

(
dr̂2

r̂2+ξµ2
+dθ̂2

)
+r̂2 cos2 θ̂dψ2+(r̂2+ξµ2) sin2 θ̂dφ2

)
.

Here µ =
√

Q1Q5/R. This solution is clearly very similar to those based on circular curves,

discussed in section 7.1. The non-zero vevs extracted from the decoupled part of the

geometry follow from (6.4) and are given by

〈
J+3

〉
=

N

4π
µξ(dy − dt);

〈
J−3

〉
=

N

4π
µξ(dy + dt); (10.14)

〈
OΣ2

0

〉
=

N
√

2ξµ2

2π
√

3
(1 − ξ).

These clearly reduce to those for the case of the circular curves when ξ = 1. Note that the

Aichelburg-Sexl metrics do not have conical singularities, and are therefore actually less

singular than the unaveraged geometries. However, whilst the Aichelburg-Sexl metrics do

have the correct asymptotics to correspond to chiral primaries, they are based on averaging

curves with straight sections. The interpretation of these straight sections from the dual

perspective is rather unclear, given the proposed correspondence between frequencies on

the curve and twists of the dual operators.

10.2 Disconnected curves

Another way to obtain solutions which preserve the SO(2)×SO(2) symmetry is to consider

curves made up of disconnected circles. There exist supergravity solutions defined by the

following functions

f5 =

I∑

l=1

Q5Nl

NL

∫ L

0

dvl

|x − Fl|2
; (10.15)

f1 =

I∑

l=1

Q5Nl

NL

∫ Ll

0

dvl(∂vl
Fl)

2

|x − Fl|2
;

Ai =
I∑

l=1

Q5Nl

NL

∫ Ll

0

dvl∂vl
F i

l

|x − Fl|2
,
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where the lth curve is parametrized by vl with
∑

l Nl = N and is circular within either the

1-2 or 3-4 plane. That is, the curve defining the lth circle is given by

F 1
l =

√
Q1Q5

Rnl
cos

(
2πnlvl

L

)
; F 2

l = ±
√

Q1Q5

Rnl
sin

(
2πnlvl

L

)
, (10.16)

assuming the circle lies in the 1-2 plane; the sign determines the direction of rotation. A

curve lying in the 3-4 plane will take an analogous form. Such a linear superposition of

sources solves the field equations and is supersymmetric. By construction the total D5-

brane and D1-brane charges are Q5 and Q1 respectively, with the lth curve sourcing a

fraction Nl/N of (both) the total charges. The related radii and frequencies in (10.16)

ensure that the D1-brane charge of each curve is a fraction Nl/N of the total. This

prescription also reduces to that given for the curves corresponding to the operators (9.1);

in that case one lets I = N/n and Nl = n in the supergravity solution above and takes the

circles to be coincident. Furthermore the total R-charges will be given by

j3 =
1

2

I∑

l=1

εlml; j̄3 =
1

2

I∑

l=1

ε̄lml, (10.17)

where ml = Nl/nl. Here (εl, ε̄l) = (±1,±1) depending on the orientation and rotation of

the curve.

Since the sources are located on disconnected circles, the singularity structure of these

geometries is similar to that discussed in section 7.1. Namely, there are conical singularities

whenever nl 6= 1. Thus, these solutions are no more singular than the geometries based

on a single circle, although they are more singular than a geometry based on a general

non-intersecting curve.

10.3 Discussion

These are not the only symmetric geometries. For example, one could consider more

general superpositions of curves, superposing not just different orientation curves but also

different shape curves. However, the procedure we outlined above does illustrate how

symmetric geometries can be obtained from those defined in terms of a single curve. The

symmetrization we used is the simplest, in that the measure for each curve is the same. The

field theory dual suggests that symmetrizing over shapes of curves should involve a non-

trivial measure. That is, if one has an ellipse with parameters (a, b) so that the proposed

dual is

|ellipse)a,b =

N/n∑

k=0

(ak)a,b|
N

n
− k; k〉, (10.18)

then one can formally invert the relation to give

|N
n

− k; k〉 =
∑

a,b

(ak)
−1
a,b|ellipse)a,b. (10.19)

This suggests that to obtain a geometric dual for a given chiral primary one could consider

a linear superposition of curves with different parameters (a, b) using a measure which
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is related to (ak)
−1
a,b. Precisely what the measure should be is not however immediately

apparent, because, as we will discuss below, such a symmetrization via linear superposition

may in fact be rather too naive, because of the non-linear relationship between harmonic

functions and vevs. To test whether a given symmetric geometry does indeed have the

correct properties to correspond to a given chiral primary, one will need to use the actual

values of the kinematically allowed vevs, as we will now discuss.

11. Dynamical tests for symmetric geometries

The geometries in sections 10.1 and 10.2 have the correct asymptotics to correspond to

chiral primaries. Since the geometries in section 10.2 are based on separated sources,

one would not however anticipate that these correspond to Higgs branch vacua; the more

natural proposal would be that they relate to Coulomb branch vacua. By extracting all

vevs and n-point functions from each geometry one could in principle identify the field

theory dual uniquely.

Furthermore, given any proposed correspondence between geometries and field theory

vacua, we can use dynamical information for the kinematically allowed vevs to test it. In

particular, let us consider the averaged geometries, focusing on the example of the averaged

ellipse. In this case, we consider a defining curve (10.9) with corresponding rotated curve

F̃ 1, F̃ 2 defined in (10.3). The geometry based on the latter is proposed to correspond to

the linear superposition (9.19) with

A+ = (a + b)eiα; A− = (a − b)e−iα. (11.1)

This means that the superposition dual to the rotated ellipse is

|ellipse)α =

N/n∑

k=0

eiα(N
n
−2k) 1

2
N
n

√
(N

n )!

(N
n − k)!k!

(a + b)
N
n
−k(a − b)k(OR++

n )(
N
n
−k)(OR−−

n )k.

(11.2)

Averaging over the angle α clearly picks out the k = N/2n term in the superposition,

which is a state of zero angular momentum. However, the geometry obtained by averaging

over rotated ellipses does not have zero angular momentum, but rather the same angular

momentum as the original geometry. This suggests that this geometric averaging might

actually average over vevs, rather than over states, and thus not pick out a geometry dual

to a single chiral primary. Given that the averaging linearly superposes harmonic functions,

however, and the vevs are non-linearly related to the harmonic functions, the geometric

averaging probably does not lead to just an overall averaging over the vevs. One will have

to use the actual vevs for the neutral operators to see what the geometry describes.

So now let us discuss how one would use information about three point functions at

the conformal point to test whether a given geometry corresponds to a chiral primary. Let

us work with an example: consider the R vacuum corresponding to the operator (OSp
n
)R

obtained by spectrally flowing the operator OSp
n

dual to the supergravity field S
p(6)
n . (Recall

that the superscript p denotes that it is primary, j3 = j and j̄3 = j̄.) Next suppose that

there is a candidate dual geometry, which has the correct symmetries and R-charges, the
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latter being (1
2 (n−N), 1

2(n−N)). This means that the holographic vevs for the R symmetry

currents must be

〈J±3〉 =
µ

4π
(n − N)(dy ∓ dt), (11.3)

where y has periodicity 2πR̃ = 2πR/
√

Q1Q5 and µ =
√

Q1Q5/R.

Now let us consider how we can relate this vev to the normalized three point function

at the conformal point. That is,

〈J±3〉ΨSn
= 〈(OSn)†RJ±3(w0)(OSn)R〉 ≡

〈(OSn)†R(∞)J±3(w0)(OSk)R(0)〉
〈(OSn)†R(∞)(OSn)R(0)〉

, (11.4)

where ΨSn denotes that the theory is in the vacuum created by (OSp
n
)R. The scale w0 at

which the current is inserted is found by comparing the vevs (11.3) with the normalized

three point functions, computed in (D.25). The latter give

〈J+3〉ΨSn
=

(n − N)

4πw0
; 〈J−3〉ΨSn

=
(n − N)

4πw̄0
, (11.5)

which comparing with (11.3) implies that the inserted scale must be w0 = w̄0 = µ−1.

We can now use the three point functions between OSp
n

and neutral dimension two

operators to predict the vevs for the latter. This gives

〈OS2
0
〉ΨSn

= 0; (11.6)

〈OΣ2
0
〉ΨSn

= 〈(OSn)†ROΣ2
0
(µ−1)(OSn)R〉 =

√
3n3µ2

√
2π(n − 1)2

.

where the normalized three point function is defined in (D.18) and the inserted scale is as

before w0 = w̄0 = µ−1. Note that µ2 ∼ N , so the vev has the correct large N behavior

(for our choice of normalization). From the expressions given in (6.4) for the vevs of

these operators in terms of the asymptotics we can determine the degree two coefficients

in (10.1). The vanishing of 〈OS2
0
〉ΨSn

implies that f1
20 = f5

20 whilst the expression for the

vev 〈OΣ2
0
〉ΨSn

in (6.4) implies that

f1
20 = − µ2

√
3N2

(
(n − N)2 +

3n3N

(n − 1)2

)
(11.7)

= f1
20(circ)

(
1 +

n

N
+ · · ·

)
,

where f1
20(circ) = −µ2/

√
3 is the value of f1

20 for the circular solution. The (n − N)2

contribution on the rhs is due to the non-linear contribution 8aα−aβ+fIαβ and in the

second equality we use 1 ¿ n ¿ N . The upper limit on n follows from the fact that the

supergravity three point functions are known only to leading order in N and do not apply

for operators with dimensions comparable to N . The lower limit is unnecessary and is

imposed only to simplify the formula.

By extending the computation of the vevs to higher dimension operators and compar-

ing with those predicted from three point functions at the conformal point, one could in

– 55 –



J
H
E
P
0
4
(
2
0
0
7
)
0
2
3

principle extract the higher degree coefficients in (10.1) and resum the asymptotic series

to obtain the full geometry.

There is an important caveat, however. In all computations so far we have worked in

the N → ∞ limit, retaining only the leading terms. This applies both to the computation

of the vevs and to the computation of three point functions. For the computation of the

3-point function to be valid we need N À n, but then the “holographically engineered” f1
20

in (11.7) differs from the answer for the circle only by terms subleading in n/N . In other

words, the holographically engineered geometry would be that of the circular solution up

to 1/N corrections.

Next consider R vacua corresponding to operators obtaining by spectral flow on oper-

ators which are either of high dimension (comparable to N) or multiparticle. The latter

include operators of the form (OR++
n )N/n−k(OR−−

n )k for which the duals may be related

to averaged ellipses. Since there is no information about three point functions of these op-

erators at strong coupling, we have no precise predictions for the vevs of neutral operators

and thus cannot currently test whether a given geometry is indeed dual to such a state.

Given any future progress on computing the relevant fusion coefficients via string theory,

one could however test the correspondence further.

To summarize: a geometry with SO(2) × SO(2) symmetry can be characterized by its

angular momentum and vevs of neutral operators. The latter can in principle be used to

determine the corresponding dual, but to implement this program will in general require

going beyond the leading supergravity approximation.

12. Including the asymptotically flat region

In this section we will discuss how the asymptotically flat region of the geometry may

be interpreted using the AdS/CFT dictionary. Our discussion will parallel an analogous

discussion for D3-branes given in section 6 of [35].

The six-dimensional metric of (3.8) along with the scalar and tensor field of (3.1)

are characterized by two harmonic functions (f1, f5) and a harmonic form Ai. The field

equations are satisfied for any choice of harmonic functions. The specific choices in (3.4)

correspond to (part of) the (supersymmetric) Higgs branch of the D1-D5 system. Multi-

centered harmonic functions for (f1, f5) with Ai = 0 are also well-known supergravity

solutions, corresponding to part of the Coulomb branch.

In (4.3) we gave the most general form for the asymptotic expansions of (f1, f5, Ai)

under the condition that the solution is asymptotically AdS3 × S3. The asymptotically

flat region may be included by adding constant terms to the (f1, f5) harmonic expansions,

namely

f1 = ε1 +
Q1

r2

∑

k,I

f1
kIY

I
k (θ3)

rk
; f5 = ε5 +

Q5

r2

∑

k,I

f5
kIY

I
k (θ3)

rk
, (12.1)

whilst keeping the large radius expansion for Ai as in (4.3). To include all of the asymptot-

ically flat region, the parameters ε1 and ε5 clearly need to be finite. However, let us take

the parameters to be infinitesimal so that the solution remains asymptotically AdS3 × S3.
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Since we have discussed already the terms in the harmonic expansion behaving as r−k with

k ≥ 3, we consider only the new terms as a perturbation to the AdS background. That is,

we let

f1 = ε1 +
Q1

r2
; f5 = ε5 +

Q5

r2
, (12.2)

with Ai = 0 and then identify the terms induced in the harmonic expansion of the fluctu-

ations (4.2). The field fluctuations are

−htt = hyy = −1

2
r4(ε̂1 + ε̂5); hrr =

1

2
(ε̂1 + ε̂5); (12.3)

hab =
1

2
r2(ε̂1 + ε̂5); φ(56) =

1

2
r2(ε̂1 − ε̂5);

g5
tyr = −r3(ε̂1 + ε̂5); g6

tyr = −r3(ε̂1 − ε̂5),

where we define ε̂1 = ε1/Q1 and ε̂5 = ε5/Q5. Thus the only non-vanishing dynamical fields

are those from (5.1)

τ0 ≡ π0

12
=

1

8
r2(ε̂1 + ε̂5); t0 ≡ 1

4
φ

(56)
0 =

1

8
r2(ε̂1 − ε̂5). (12.4)

(The other non-vanishing components are induced by constraint equations and do not

correspond to dynamical fields.) Since both τ0 and t0 couple respectively to the dimension

four operators Oτ0 and Ot0 , the radial dependence of these fields corresponds to source

behavior. Thus the CFT lagrangian is deformed by the terms
∫

d2z
(
(ε̂1 + ε̂5)Oτ0 + (ε̂1 − ε̂5)Ot0

)
. (12.5)

Note that the operators (Oτ0 ,Ot0) are the top components of the short multiplets generated

from the chiral primaries (OΣ2 ,OS2) respectively through the action of the supercharges.

That is, they are given by

G1†
−1/2G

2
−1/2G̃

1†
−1/2G̃

2
−1/2 |CPO〉 , (12.6)

where (Ga
±1/2, G̃

a
±1/2) with a = 1, 2 are left and right supercharges. Here (G1†

−1/2, G
2
−1/2)

and corresponding right moving charges act as raising operators on the ∆ = 2 chiral

primaries. The latter have h = j = j3 = h̄ = j̄ = j̄3 = 1. Computing two point functions

in the presence of the deformation (12.5) may capture scattering into the asymptotically

flat part of the D1-D5 geometry.
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A. Properties of spherical harmonics

Scalar, vector and tensor spherical harmonics satisfy the following equations

¤Y I = −ΛkY
I , (A.1)

¤Y Iv
a = (1 − Λk)Y

Iv
a , DaY Iv

a = 0,

¤Y It

(ab) = (2 − Λk)Y
It

(ab), DaY It

k(ab) = 0,

where Λk = k(k+2) and the tensor harmonic is traceless. It will often be useful to explicitly

indicate the degree k of the harmonic; we will do this by an additional subscript k, e.g.

degree k spherical harmonics will also be denoted by Y I
k , etc. ¤ denotes the d’Alambertian

along the three sphere. The vector spherical harmonics are the direct sum of two irreducible

representations of SU(2)L × SU(2)R which are characterized by

εabcD
bY cIv± = ±(k + 1)Y Iv±

a ≡ λkY
Iv±
a . (A.2)

The degeneracy of the degree k representation is

dk,ε = (k + 1)2 − ε, (A.3)

where ε = 0, 1, 2 respectively for scalar, vector and tensor harmonics. For degree one vector

harmonics Iv is an adjoint index of SU(2) and will be denoted by α.

We use normalized spherical harmonics such that
∫

Y I1Y J1 = Ω3δ
I1J1;

∫
Y aIvY Jv

a = Ω3δ
IvJv ;

∫
Y (ab)ItY Jt

(ab) = Ω3δ
ItJt , (A.4)

where Ω3 = 2π2 is the volume of a unit 3-sphere. Then
∫

DaY
I1DaY J1 = Ω3Λ

I1δI1J1 ;

∫
D(aDb)Y I1DaDbY

I2 = Ω3
2

3
ΛI1(ΛI1 − 3)δI1J1. (A.5)

The following identities are useful

1

Ω3

∫
Y IDaY JDaY

K ≡ bIJK =
1

2
(ΛJ + ΛK − ΛI)aIJK ; (A.6)

1

Ω3

∫
D(aDb)Y IDaDbY

JY K ≡ cIJK =

(
1

4
ΛIJK(ΛIJK − 4) − 1

3
ΛIΛJ

)
aIJK ;

1

Ω3

∫
D(aY

IDb)Y
JDaDbY K ≡ dIJK =

(
1

4
ΛIKJΛJKI +

1

6
ΛKΛIJK

)
aIJK ,

where ΛIJK = (ΛI + ΛJ − ΛK). We define the following triple integrals as
∫

Y IY JY K = Ω3aIJK ; (A.7)
∫

(Y α±
1 )aY j

1 DaY
i
1 = Ω3e

±
αij ; (A.8)

∫
Y I(Y α−

1 )a(Y
β+
1 )a = Ω3fIαβ; (A.9)

∫
(Y Iv±

kv
)aY I

k DaY
i
1 = Ω3E

±
IvIi; (A.10)

∫
(Y Iv±

kv
)aY I

k DaY
J
l = Ω3E

±
IvIJ ; (A.11)
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We also use specific identities for harmonics of low degree. The degree one vector harmonics

Y α
1± transform in the (1, 0) and (0, 1) representation of (SU(2)L,SU(2)R) whilst the degree

k scalar harmonics transform in the (1
2k, 1

2k) representation. This immediately implies that

the following triple overlaps are zero:
∫

Y I
2 (Y α+

1 )a(Y
β+
1 )a) =

∫
Y I

2 (Y α−
1 )a(Y

β−
1 )a) =

∫
Y0(Y

α+
1 )a(Y

β−
1 )a) = 0. (A.12)

Using the following explicit coordinate system on the sphere

ds2
3 = dθ2 + sin2 θdφ2 + cos2 θdψ2, (A.13)

with volume form η3 = sin θ cos θdθ ∧ dφ ∧ dψ the following are normalized Killing forms

Y 3+
1 = (sin2 θdφ + cos2 θdψ); Y 3−

1 = −(sin2 θdφ − cos2 θdψ), (A.14)

which generate the Cartan of the SO(4) symmetry group. The remaining Killing forms are

Y 1+
1 = (cos(ψ + φ)dθ + sin(ψ + φ) sin θ cos θd(ψ − φ));

Y 2+
1 = (− sin(ψ + φ)dθ + cos(ψ + φ) sin θ cos θd(ψ − φ));

Y 1−
1 = (cos(ψ − φ)dθ + sin(ψ − φ) sin θ cos θd(φ + ψ));

Y 2−
1 = (− sin(ψ − φ)dθ + cos(ψ − φ) sin θ cos θd(φ + ψ)).

The SU(2) × SU(2) algebra realized by the Killing vectors is normalized such that

[Y α+
1 , Y β+

1 ] = 2εαβγY γ+
1 ; [Y α−

1 , Y β−
1 ] = 2εαβγY γ−

1 ; [Y α+
1 , Y β−

1 ] = 0. (A.15)

Furthermore

Y α±
1 ∧ Y β±

1 ∧ Y γ±
1 = ∓εαβγη3, (A.16)

which implies that ∫
εabcY α±

a Y β±
b Y γ±

c = ∓Ω3εαβγ (A.17)

In the same coordinate system Y 0
2 =

√
3 cos 2θ is the normalized degree 2 spherical har-

monic which is a singlet under the SO(2)2 Cartan, with the following triple overlap
∫

Y 0
2 (Y 3+

1 )a(Y 3−
1 )a =

1√
3
Ω3. (A.18)

Thus, f033 = 1/
√

3 in this specific case. More generally the normalized spherical harmonics

which are singlets under the Cartan can be expressed as

Y 0
2l =

√
2l + 1Pl(cos 2θ), (A.19)

where Pl(x) is a Legendre polynomial of degree l, normalized so that Pl(1) = 1 and

Pl(−1) = (−1)l.

In this coordinate system normalized degree one spherical harmonics are

Y 1
1 = 2 sin θ cos φ; Y 2

1 = 2 sin θ sin φ; (A.20)

Y 3
1 = 2cos θ cos ψ; Y 4

1 = 2cos θ sin ψ.
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Defining Y ij ≡ 1
2(Y j

1 dY 1
1 − Y 1

1 dY j
1 ),

Y 12 = (Y 3−
1 − Y 3+

1 ); Y 34 = −(Y 3+
1 + Y 3−

1 ); Y 13 = (Y 1+
1 + Y 1−

1 ); (A.21)

Y 34 = (Y 1−
1 − Y 1+

1 ); Y 14 = −(Y 2+
1 + Y 2−

1 ); Y 23 = (Y 2+
1 − Y 2−

1 ),

and therefore the explicit values for the overlaps e±α
ij defined in (A.8) are

e+3
12 = −1; e−3

12 = 1; e+3
34 = −1; e−3

34 = −1; e+1
13 = 1; e−1

13 = 1; (A.22)

e+1
24 = −1; e−1

24 = 1; e+2
14 = −1; e−2

14 = −1; e+2
23 = 1; e−2

23 = −1.

Note that e±α
ij = −e±α

ji .

We will also make use of normalized degree k scalar harmonics with maximal (m, m̄)

(SU(2)L,SU(2)R) charges:

Y
± 1

2
k,± 1

2
k

k =
√

k + 1 sink θe±ikφ; (A.23)

Y
± 1

2
k,∓ 1

2
k

k =
√

k + 1 cosk θe±ikψ.

The triple overlap between two such harmonics of opposite charges with the neutral har-

monic of degree two given in (A.19) is given by

1

2π2

∫
Y

1
2
k, 1

2
k

k Y
− 1

2
k,− 1

2
k

k Y 0
2 = −

√
3k

k + 2
. (A.24)

We will also need the explicit values of the overlaps between two such harmonics of opposite

charges and the commuting Killing vectors:

E±
3(−−)(++) ≡ 1

2π2

∫
DaY

1
2
k, 1

2
k

k Y
− 1

2
k,− 1

2
k

k Y 3±
a = ±ik; (A.25)

E±
3(+−)(−+) ≡ 1

2π2

∫
DaY

− 1
2
k, 1

2
k

k Y
1
2
k,− 1

2
k

k Y 3±
a = ik. (A.26)

Vector spherical harmonics Y 0±
ka whose Lie derivatives along the SO(2) directions are zero

can be expressed as

Y 0+
k =

1√
2
(sin2 θpl(θ)dφ + cos2 θql(θ)dψ); (A.27)

Y 0−
k =

1√
2
(− sin2 θpl(θ)dφ + cos2 θql(θ)dψ), (A.28)

where k = 2l + 1 and l is an integer. The functions pl(θ) and ql(θ) of degree 2l are related

to degree k = 2l + 1 scalar harmonics with SO(2) × SO(2) charges (±1
2 ,±1

2). That is,

Y
± 1

2
,± 1

2
k (θ) = e±iφ sin θpl(θ); Y

± 1
2
,∓ 1

2
k (θ) = e±iψ cos θql(θ), (A.29)

are normalized degree k spherical harmonics. Explicit series representation of these func-

tions are

pl(θ) =
√

k + 1

(
l∑

m=0

(−)m

(
l

m

)(
l + m + 1

l + 1

)
(cos θ)2m

)
; (A.30)

qk(θ) =
√

k + 1

(
l∑

m=0

(−)m

(
l

m

)(
l + m + 1

l + 1

)
(sin θ)2m

)
.
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Finally, let us make explicit the relation between spherical harmonics and traceless sym-

metric tensors on R4. There is a one to one map between scalar spherical harmonics of

degree k and rank k symmetric traceless tensors. Given the spherical harmonic, one can

read off the associated tensor by lifting it onto a sphere in R4. For example, for the charged

harmonics (A.29), we get

Y
± 1

2
,± 1

2
k (θ) → C

± 1
2
,± 1

2
k = (x1 ± ix2)pl(x); (A.31)

pl(x) =
√

k + 1

(
l∑

m=0

(−)m

(
l

m

)(
l + m + 1

l + 1

)
((x1)2 + (x2)2)m(

∑

i

(xi)2)l−m

)
.

B. Proof of addition theorem for harmonic functions on R
4

To prove the addition theorem one first writes

|x − y|−2 =
1

r2

∞∑

n=0

n∑

m≥0

(−1)n+m n!

m!(n − m)!

y2n−m

r2n−m
(2x̂ · ŷ)m, (B.1)

where xi = rx̂i and yi = yŷi with (x̂i, ŷi) unit vectors. Collecting together terms of the

same radial power and summing the finite series one finds

|x − y|−2 =
∑

k≥0

yk

r2+k

sin((k + 1)γ)

sin(γ)
, (B.2)

where the angle γ is defined as cos γ = x̂ · ŷ.

Now at each degree k there is precisely one SO(3) invariant spherical harmonic and

the normalized such harmonic is given by

Y 0
k (γ) = sin((k + 1)γ)/ sin(γ). (B.3)

One can show this using spherical coordinates adapted to the SO(3) symmetry group,

namely

ds2
3 = dθ̂2 + sin2 θ̂dΩ2

2. (B.4)

Then Y 0
k (θ̂) satisfies the degree k SO(3) invariant spherical harmonic equation

(
1

sin2 θ̂
∂θ̂(sin

2 θ̂∂θ̂) + k(k + 2)

)
Y 0

k (θ̂) = 0, (B.5)

and is normalized as in the previous section. Therefore the addition theorem amounts to

proving the following identity

Y 0
k (γ) = αk

∑

I

Y I
k (θx

3 )Y I
k (θy

3), (B.6)

where Y I
k (θ3) are (normalized) spherical harmonics of degree k on the S3 and αk = 1/(k+1).

First note that in the coordinate system (B.4) on the sphere

cos γ = cos θx cos θy + sin θx sin θy(cos γ2), (B.7)
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where γ2 is the angle separating the vectors on the S2. Thus when θy = 0 (it lies on the

“axis”) cos γ = cos θx. Since the SO(3) singlet harmonic is the only harmonic at level k

which is non-vanishing on the axis (B.6) collapses to

Y 0
k (γ) = αkY

0
k (θx)Y 0

k (0), (B.8)

which is true if αk = 1/(k + 1) since from (B.3) Y 0
k (0) = (k + 1).

Now consider rotating the axes so that θy is no longer zero. Then the function Y 0
k (γ)

still satisfies the covariant version of (B.5), namely

(¤x + k(k + 2))Y 0
k (γ) = 0, (B.9)

where ¤x is the Laplacian on the S3 with coordinates θx
3 . In other words, the function can

always be expanded in spherical harmonics of rank k as

Y 0
k (γ) =

∑

I

αI
k(θ

y
3)Y I

k (θx
3 ), (B.10)

where the coefficients are given by

αI
k(θ

y
3) =

∫

S3

dΩ3Y
I
k (θx

3 )Y 0
k (cos γ). (B.11)

However, a generic function can be expanded in terms of spherical harmonics as

f(θx
3) =

∑

k,I

βkIY
I
k (θx

3 ), (B.12)

where

βkI =

∫

S3

dΩ3f(θx
3)Y I

k (θx
3 ), (B.13)

and in particular for the SO(3) singlet coefficients

βk =

∫

S3

dΩ3f(θx
3 )Y 0

k (θx), (B.14)

so that f(θx = 0) =
∑

k βk(k + 1). Then (B.11) is the SO(3) singlet coefficient in an

expansion of the function Y I
k (θx

3 ) in a series of Y I
k (γ, · · ·) (i.e. with respect to the rotated

axis discussed earlier). One can thus read off the coefficient (B.11) as

αI
k(θ

y
3) = (k + 1)−1Y I

k (θ3(γ, · · ·))γ=0 = (k + 1)−1Y I
k (θy

3), (B.15)

since in the limit γ → 0 the angles (θ, · · ·) go over into (θy, · · ·). This completes the proof

of (B.6).
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C. Six dimensional field equations to quadratic order

In this appendix we summarize the computation of the relevant quadratic corrections to

the six-dimensional field equations using the results of [26, 27]. Expanding the Einstein

equation (3.11) up to second order in fluctuations gives

R
(1)
MN + R

(2)
MN = HA

MPQHA
N

PQ − 2(hKL − hKP hL
P )HA

MKQHA
NL

Q
(C.1)

+hKLhPQHA
MKPHA

NLQ + DMΦDNΦ,

≡ (E
(1)
MN + E

(2)
MN ) (C.2)

where

R
(1)
MN = DKhK

MN − 1

2
DMDN (hL

L); (C.3)

R
(2)
MN = −DK(hK

L hL
MN ) +

1

4
DMDN (hKLhKL) +

1

2
hK

MNDK(hL
L) − hK

MLhL
KN ;

hK
MN ≡ 1

2
(DMhK

N + DNhK
M − DKhMN ).

The quantities (E
(1)
MN , E

(2)
MN ) are defined to be linear and quadratic in fluctuations respec-

tively. The expansion of the scalar field and the three forms GA (4.1) implies the following

expansion for the three forms HA up to quadratic order in fluctuations:

H5 = go + g5 + Φg6 +
1

2
goΦ2; (C.4)

H6 = g6 + goΦ + g5Φ,

where (g5, g6) are the (closed) three form fluctuations given in (4.1) and go is the back-

ground three form.

The scalar field equation up to second order is

(¤ + ¤a)Φ ≡ E(1) + E(2); (C.5)

= DKΦ(DLhKL− 1

2
DK(hL

L)+hKLDKDLΦ+
2

3
H5

KLM(H6KLM−3hK
S H6SLM),

where E(1) is the part linear in fluctuations and E(2) is quadratic part. Recall that ¤ is

the d’Alambertian on AdS3 and ¤a is the d’Alambertian on S3.

The (anti)-self duality equation is

H ∓ ∗H ± S(1) ± S(2) ≡ T (1) + T (2) = 0, (C.6)

where

S
(1)
KLM =

1

2
h(∗H)KLM − 3hP

[K(∗H)LM ]P ; (C.7)

S
(2)
KLM =

3

2
hP

P hQ
[K(∗H)LM ]Q −

(
1

8
h2 +

1

4
hPQhPQ

)
(∗H)KLM − 3hP

[KhQ
L (∗H)M ]PQ,

and (T (1), T (2)) are the parts linear and quadratic in fluctuations respectively.
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We are interested in corrections to the (s2, σ2,Hµν , A
±
µ ) field equations quadratic in the

scalar field s1 and the gauge field A±. Consider first the s2 field equations. The linearized

field equation is given by a combination of the scalar field equation (C.5) and components

of the anti-self-duality equation (C.6). That is,

¤s2
I ≡ 1

12

(
(¤ + ¤a)Φ − E(1) − εabc

(
1

2
DµDaT

(1)
µbc +

2

3
T

(1)
abc

))

Y I
2

= 0, (C.8)

where AY I
2

denotes the projection of A onto the Y I
2 harmonic. For the quadratic corrections

to this equation first define the following quantities

q1 = E(2); q2µa = −1

2
εabcT

(2)6
µbc ; q3 =

1

6
εabcT

(2)6
abc , (C.9)

then the correction to the s2
I equation is given by

¤s2
I =

1

12
((q1) + DµDa(q2µa) + 4(q3))Y I

2
. (C.10)

Now the explicit computations of [27] show that there are no such correction terms

quadratic in S1
i and A±α. Therefore the linearized equation remains uncorrected to

quadratic order.

Next consider the σ2
I equation. Here the linearized equation is a specific combination

of the components of the Einstein equation (C.2) along the sphere with components of the

self-duality equation. Namely

¤σ2
I ≡ 1

6

(
1

3
(E(1)a

a − R(1)a
a ) +

1

4
(E

(1)
(ab) − R

(1)
(ab)) −

1

4
εµνρDµDaT (1)5

νρa +
2

3
εabcT

(1)5
abc

)

Y I
2

= 0.

(C.11)

For the quadratic corrections to this equation define

Q1 =
1

3
(E(2)a

a − R(2)a
a ); Q2(ab) = (E

(2)
(ab) − R

(2)
(ab)); (C.12)

Qµ
3a =

1

2
εµνρT (2)5

νρa ; Q4 =
1

3!
εabcT

(2)5
abc ,

and again denote as (Q)Y I
k

the projection of Q onto Y I
k . Then

¤σ2 =
1

6
(Q1 +

1

4
DaDbQ2(ab) −

1

2
DµDaQ3aµ + 4Q4)Y I

2
. (C.13)

Now the terms quadratic in the scalar fields s1 were computed in [27]

(Q1)Y I = −14s1
i s

1
jaIij +

2

3
(Dµs1

i D
µs1

j + 2s1
i s

1
j)bIij ; (C.14)

(DaDbQ2(ab))Y I = 4
(
s1
i s

1
j − Dµs1

i D
µs1

j

)
dijI ;

(DµDaQ3aµ)Y I = −4
(
s1
i s

1
j − Dµs1

i D
µs1

j

)
biIj ;

(Q4)Y I = 4s1
i s

1
jaIij .
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The relevant spherical harmonic triple overlaps are defined in appendix A. We should

mention here that there are also contributions to (C.13) quadratic in the gauge field which

were not explicitly computed in [27]. These are given by

(Q1)Y I = −1

8
Fµν(A+α)Fµν(A−β)fIαβ + · · · ; (C.15)

(DaDbQ2(ab))Y I = −5

2
Fµν(A+α)Fµν(A−β)fIαβ + · · · ;

(DµDaQ3aµ)Y I =
3

4
Dµ

(
Fµν(A+α)A−β

ν + Fµν(A−β)A+α
ν

)
fIαβ + · · · .

The spherical harmonic triple overlap fIaβ is defined in (A.9). Terms quadratic in two

SU(2)L gauge fields or two SU(2) right gauge fields are projected out via the identi-

ties (A.12). The ellipses denote terms quadratic in the gauge field rather than its field

strength, that is, proportional to A±α
µ Aµ±β. These terms cancel out when combined

in (C.13) leaving only a contribution involving field strengths. The latter however van-

ish when one imposes the leading order field equations, and thus the combination of the

corrections (C.14) and (C.15) gives the σ2 field equation (5.8), containing only scalar field

corrections.

Next consider the corrections to the Einstein equation. Recall that the three dimen-

sional metric to quadratic order in the fields is

Hµν = h0
µν + π0go

µν − h±α
µ h±α

ν ≡ Ĥµν − h±α
µ h±α

ν . (C.16)

Then one can show that

(LE + 2)Ĥµν = (E(2)
µν − R(2)

µν )Y0 + (3Q1 + 4Q4)Y0g
o
µν , (C.17)

where the linearized Einstein operator is defined in (5.5). The following terms which are

quadratic in the scalar fields

(E(2)
µν − R(2)

µν )0 = (−2s1
i s

1
jg

o
µν + 16Dµs1

i Dνs
1
j − 6Dρs

1
i D

ρs1
jg

o
µν)δij , (C.18)

in combination with those contained in (C.14) give

(LE + 2)Ĥµν = 16(Dµs1
i Dνs

1
i − go

µνs1
i s

1
i ). (C.19)

There are also contributions quadratic in the gauge fields to both (LE + 2)Ĥµν and (LE +

2)h±α
µ h±α

ν . These contributions involve both the gauge fields and their field strength,

and in particular do not vanish for flat connections. This is unsurprising, since we know

from general arguments that Ĥµν on its own does not transform correctly under gauge

transformations. However the gauge field contributions to (LE + 2)Hµν , where Hµν is

the three dimensional metric (5.9) that transforms correctly under diffeomorphisms, do

vanish for flat connections, as indeed they should, and thus are zero when one imposes the

leading order gauge field equations. The corrected Einstein equation is therefore that given

in (5.10).
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D. 3-point functions

In this appendix we discuss the supergravity computation of certain 3-point functions.

D.1 Extremal scalar three point functions

First we will consider the computation of the 3-point function between two operators of

dimension 1 and one operator of dimension k. The operators of dimension 1 may be the

same or different and are dual to the fields S1; there are four such operators corresponding

to the four scalar harmonics of degree 1 which are labeled by i, j. The operator OΣk
I

of

dimension k is dual to the field Σk
I (there are (k + 1)2 such operators labeled by I). The

k = 2 case is special in that the correlator is extremal [25]. As in the five dimensional

case, the computation of extremal correlators is subtle. The bulk coupling vanishes but

the spacetime integral diverges when k → 2 in such way that the corresponding 3-point

function is finite. We will take this value to be the correct extremal correlator and this will

allow us to fix the coefficient of the relevant terms non-linear in momentum in the 1-point

function of Σ2.

The three dimensional field equations to quadratic order were determined in [26] and

for the fields of interest and with our normalizations they read

(¤ − k(k − 2))Σk
I = wIijS

1
i S1

j ; (D.1)

(¤ + 1)S1
i = wIijΣ

k
IS

1
j ;

(¤ + 1)S1
j = wIijΣ

k
IS

1
i ;

where

wIij =
k3(k + 2)(k + 4)(1 − k/2)

32(k + 1)
√

k(k − 1)
aIij . (D.2)

Notice that this coupling vanishes in the extremal case k = 2.

The aim is to compute the 3-point 〈OΣk
I
(x1)OS1

i
(x2)OS1

j
(x3)〉, but we start by dis-

cussing 2-point functions. These are obtained by the first variation of the 1-point functions

〈OΣk
I
(x1)OΣk

J
(x2)〉 = −

δ〈OΣk
I
(x1)〉

δΣk
J(0)(x2)

= −
(n1n5

4π

)
(2k − 2)

δΣk
I(2k−2)(x1)

δΣk
J(0)(x2)

;

〈OS1
i
(x1)OS1

j
(x2)〉 = −

δ〈OS1
i
(x1)〉

δS1
j(0)(x2)

= −
(n1n5

4π

)
2
δS̃1

i(0)(x1)

δS1
j(0)(x2)

,

where we used (5.22). It follows that in order to obtain these 2-point functions we need to

solve (D.1) to linear order in the sources (so the r.h.s is set equal to zero) and then extract

the appropriate coefficient. The details of this computation can be found in section 6.3

of [47] with the following result

〈OΣk
I
(x1)OΣk

J
(x2)〉 =

(n1n5

4π

) (2k − 2)Γ(k)

πΓ(k − 1)

(
1

x2k

)

R

δIJ , k 6= 1;

〈OS1
i
(x1)OS1

j
(x2)〉 =

(n1n5

4π

) 2

π

(
1

x2

)

R

δij , (D.3)
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where the subscript R indicates that these are renormalized correlators.

We now discuss the 3-point function with k 6= 2. We can can obtain the 3-point

function by the second variation of the 1-point function of OΣk :

〈OΣk
i
(x1)OS1

i
(x2)OS1

j
(x3)〉 =

δ2〈OΣk
I
(x1)〉

δS1
i(0)(x2)δS1

j(0)(x3)

=
(n1n5

4π

)
(2k − 2)

δ2Σk
I(2k−2)(x1)

δS1
i(0)(x2)δS

1
j(0)(x3)

(D.4)

It follows that we need to solve (D.1) to quadratic order in the sources and then extract the

coefficient of order zk. The steps involved in this computation are spelled out in section

5.9 of [21]. For the case at hand, the result is11

〈OΣk
I
(x1)OS1

i
(x2)OS1

j
(x3)〉 = −

(n1n5

4π

)
wIij

2Γ(k)

π3Γ(k − 1)
Ik(x1, x2, x3) (D.5)

where

Ik(x1, x2, x3) =

∫
d2xdz

z3

(
z

z2 + (~x − ~x1)2

)k (
z

z2 + (~x − ~x2)2

)(
z

z2 + (~x − ~x3)2

)
. (D.6)

This integral was computed in [45] with answer

Ik(x1, x2, x3) =
πΓ(1 − k/2)(Γ(k/2))3

2Γ(k)

1

|~x1 − ~x2|k|~x1 − ~x3|k|~x2 − ~x3|2−k
. (D.7)

Notice that this integral diverges in the extremal case k → 2.

The final answer for the correlator is thus

〈OΣk
I
(x1)OS1

i
(x2)OS1

j
(x3)〉 =

Ck
Iij

|~x1 − ~x2|k|~x1 − ~x3|k|~x2 − ~x3|2−k
(D.8)

where

Ck
Iij = −

(n1n5

4π

) k3(k + 2)(k + 4)Γ(k/2)3Γ(2 − k/2)

32π2(k + 1)Γ(k − 1)
√

k(k − 1)
aIij . (D.9)

This coefficient has a smooth limit as k → 2; the zero in wIij cancels against the divergence

in I2, and we get

C2
Iij = −

(n1n5

4π

) 1√
2π2

aIij . (D.10)

We will take this to be the correct extremal 3-point function, i.e.,

〈OΣ2
I
(x1)OS1

i
(x2)OS1

j
(x3)〉 =

C2
Iij

|~x1 − ~x2|2|~x1 − ~x3|2
, (D.11)

and use it to deduce the non-linear coupling in the 1-point function of 〈OΣ2
I
〉. As discussed

in [20], the form of the 1-point function is uniquely fixed by general arguments to be

〈OΣ2
I
〉 =

(n1n5

4π

) (
π

Σ2
I

(2) + AIijπ
S1

i

(1)π
S1

j

(1)

)
(D.12)

11The normalization of the bulk-to-boundary propagator in (5.52) when ∆ = 1 is C1 = 1/π.
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The numerical coefficient AIij should be determined by doing holographic renormalization

in 6 (rather than 3) dimensions. We will fix it, however, such that the the extremal

correlator is correctly computed directly at k = 2 (rather than obtained as a limit from

k 6= 2). Since wIij(k = 2)=0 the only contribution comes from the terms non-linear in

momenta

〈OΣk
I
(x1)OS1

i
(x2)OS1

j
(x3)〉 =

(n1n5

4π

)
2AIij


 δπ

S1
i

(1)(x1)

S1
i(0)(x2)





 δπ

S1
j

(1)(x1)

S1
j(0)(x3)


 ;

=
(n1n5

4π

)
AIij

8

π2

1

|~x1 − ~x2|2|~x1 − ~x3|2
(D.13)

By comparing with (D.11) we find

AIij = − 1

4
√

2
aIij. (D.14)

D.2 Non-extremal scalar three point functions

We will also need other three-point functions for scalars due to chiral primary operators.

The relevant cubic couplings in three dimensions were also computed in [36, 26] and are

given by

−n1n5

4π

∫
d3x

√
−G(T123S

1S2Σ3 + U123Σ
1Σ2Σ3); (D.15)

≡ −n1n5

16π

∫
d3x

√
−GV123

(
S1S2Σ3

√
(k1+1)(k2+1)

+
(k2

1+k2
2+k2

3−2)

(k1 + 1)(k2 + 1)

Σ1Σ2Σ3

6
√

(k1−1)(k2−1)

)
,

V123 =
Σ(Σ + 2)(Σ − 2)α1α2α3a123

(k3 + 1)
√

k1k2k3(k3 − 1)

where ka denotes the dimension of the operator dual to the field Ψa, Σ = k1 + k2 + k3,

α1 = 1
2(k2 + k3 − k1) etc and a123 is shorthand for the spherical harmonic overlap. It is

straightforward to follow the same steps as before to compute the associated three point

functions:

〈OS1(x1)OS2(x2)OΣ3(x3)〉 =
3N

4π3

W123T123

|~x1 − ~x2|2α3 |~x1 − ~x3|2α2 |~x2 − ~x3|2α1
; (D.16)

〈OΣ1(x1)OΣ2(x2)OΣ3(x3)〉 =
3N

4π3

W123U123

|~x1 − ~x2|2α3 |~x1 − ~x3|2α2 |~x2 − ~x3|2α1
;

W123 = −Γ(α1 + 1)Γ(α2 + 1)Γ(α3 + 1)Γ(1
2 (Σ − 2))

Γ(k1 − 1)Γ(k2 − 1)Γ(k3 − 1)
.

We will be interested in the case where (S1, S2,Σ1,Σ2) have dimension k and (S2,Σ2) are

chiral primary with (S1,Σ1) anti-chiral primary. Then charge conservation implies that

the correlators are only non-zero when Σ3 is neutral. In the case where OΣ3 has dimension

two the explicit results for the correlators using the spherical harmonic overlap of (A.24)

– 68 –



J
H
E
P
0
4
(
2
0
0
7
)
0
2
3

are

〈(OSp

k
)†(x1)OSp

k
(x2)OΣ2

0
(x3)〉 =

N
√

3

2
√

2π3

k3

|~x1 − ~x2|2(k−1)|~x1 − ~x3|2|~x2 − ~x3|2
; (D.17)

〈(OΣp

k
)†(x1)OΣp

k
(x2)OΣ2

0
(x3)〉 =

N
√

3

2
√

2π3(k + 2)3
k(k − 1)(k4 − 1)

|~x1 − ~x2|2(k−1)|~x1 − ~x3|2|~x2 − ~x3|2
.

It will be useful to define normalized three point functions as

〈(OSp
k
)†OΣ2

0
(x)OSp

k
〉 ≡

〈(OSp

k
)†(∞)OΣ2

0
(x)OSp

k
(0)〉

〈(OSp

k
)†(∞)OSp

k
(0)〉 =

√
3k3

√
2π(k − 1)2

1

|~x|2 . (D.18)

〈(OΣp
k
)†OΣ2

0
(x)OΣp

k
〉 ≡

〈(OΣp
k
)†(∞)OΣ2

0
(x)OΣp

k
(0)〉

〈(OΣp

k
)†(∞)OΣp

k
(0)〉 ;

=

√
3k(k + 1)(k2 + 1)√

2π(k + 2)2
1

|~x|2 .

(Implicitly we assume here that k 6= 1.) Note that for k À 1 these expressions both tend

to the same limit,
√

3k/
√

2π|~x|2.

D.3 Two scalars and R symmetry current

Finally we will need three point functions between two scalars (of the same mass) and the

R symmetry current. The relevant cubic couplings were again given in [26]:

−n1n5

8π

∫
d3x

√
−GA±α

µ (Sk
I DµSk

J + Σk
IDµΣk

J)E±
αIJ , (D.19)

where the triple overlap is defined in (A.11). To compute the corresponding three point

functions one again follows the steps given in [21]. This results in

〈OSk
I
(x1)J

±α(x)OSk
J
(x2)〉 = 〈OΣk

I
(x1)J

±α(x)OΣk
J
(x2)〉 = ∓i

N

8π
E±

αIJI∓(x, x1, x2), (D.20)

where the AdS integral

I∓(x, x1, x2) =

∫
d3z

z3
Kk(z, ~x1)D

µKk(z, ~x2)Gµ∓(z, ~x) =
(k − 1)2

π2

Z∓

|~x1 − ~x2|2k
, (D.21)

was computed in [45]. In this integral Kk(z, ~x) and Gµ∓(z, ~x) are the standard AdS scalar

and vector bulk to boundary propagators respectively and

Z+ =
1

(w1 − w)
− 1

(w2 − w)
; Z− =

1

(w̄1 − w̄)
− 1

(w̄2 − w̄)
. (D.22)

Here we have implicitly switched to Euclidean signature, t = iτ , and introduced complex

boundary coordinates w = y + iτ .

In deriving this result we use the standard vector propagator, that following from

the field equation DµFµν = 0, although the (linearized) vector equation here is Chern-

Simons, Fµν = 0. Whilst this step should be justified more rigorously, it can be justified
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a posteriori by the fact that the three point functions thus obtained are of the standard

form for a two dimensional CFT. To see this, consider the case where the scalar operators

are chiral primary. Using the specific values for the spherical harmonic overlaps (A.25)

in (D.20) gives

〈(OSk)†(x1)J
+3(w)OSk (x2)〉 =

N

8π3
k(k − 1)2

(
1

(w1 − w)
− 1

(w2 − w)

)
; (D.23)

= 〈(OSk)†(x1)OSk(x2)〉
k

4π

(
1

(w1 − w)
− 1

(w2 − w)

)
,

with the latter being the canonical form for the CFT three point function between the

(holomorphic) R current and operators charged under it. An analogous formula holds for

the anti-holomorphic current, J−3(w̄) and for the correlators involving scalar operators

dual to Σk. Again it is useful to define normalized three point functions such that

〈(OSk)†J+3(w)OSk 〉 ≡ 〈(OSk)†(∞)J+3(w)OSk (0)〉
〈(OSk)†(∞)OSk(0)〉 =

k

4πw
; (D.24)

〈(OΣk)†J+3(w)OΣk 〉 ≡ 〈(OΣk)†(∞)J+3(w)OΣk (0)〉
〈(OΣk )†(∞)OΣk(0)〉 =

k

4πw
,

with analogous formulae holding for the anti-holomorphic currents. The corresponding

normalized three point functions for the spectrally flowed operators in the R sector are

then

〈(OSk)†RJ+3(w)(OSk)R〉 ≡
〈(OSk)†R(∞)J+3(w)(OSk )R(0)〉

〈(OSk)†R(∞)(OSk)R(0)〉
=

k − N

4πw
; (D.25)

〈(OΣk)†RJ+3(w)(OΣk )R〉 ≡
〈(OΣk)†R(∞)J+3(w)(OΣk )R(0)〉

〈(OΣk)†(∞)OΣk(0)〉 =
k − N

4πw
,

where OR denotes the spectral flowed operator. Again corresponding formulae hold for the

anti-holomorphic currents.

E. Holographic 1-point functions

In this appendix we derive the 1-point function for the stress energy tensor and the opera-

tors dual to S1
i . We omit the details of this computation since the analysis is very similar

to the Coulomb branch analysis in [41, 42]. The asymptotic analysis of this system is also

presented (in a different coordinate system) in [46] and the form of the counterterm was

obtained in [47].

The relevant action is given in (5.15), retaining only the graviton and scalar fields S1
i ,

and the most general asymptotic solution with Dirichlet boundary conditions is given by
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the expansion in (5.21) with coefficients given by

Tr g(2) = −1

2
R − 1

2

(
2(S1

i(0))
2 + (S̃1

i(0))
2
)

Dvg(2)uv = = −Du

(
1

2
R +

1

4

(
(S̃1

(0)i)
2 + 4(S1

i(0))
2 − 2S1

i(0)S̃
1
i(0)

))
− S1

i(0)DuS̃1
i(0)

h(2)uv = −1

2
S1

i(0)S̃
1
i(0)g(0)uv

h̃(2)uv = −1

4
(S1

i(0))
2g(0)uv (E.1)

The traceless transverse part of g(2) and S̃1
i(0) (as well as the sources g(0)uv and S1

i(0)) are

unconstrained. We will soon see that these coefficients are related to the 1-point functions.

The counterterms needed to render the on-shell action finite are

Sct =
n1n5

4π

∫

z=ε
d2x

√−γ

(
2 − log ε2 1

2
R +

1

2
(S1

i )2
(

1 +
2

log ε2

))
(E.2)

so the on-shell renormalized action consists of (5.15), the Gibbons-Hawking term and these

counterterms (along with additional counterterms for the gauge fields, discussed in the main

text). The logarithmic terms determine the holographic conformal anomalies [48].

The renormalized 1-point functions are 12

〈OS1
i
〉 =

n1n5

4π
(2S̃1

i(0)); (E.3)

〈Tuv〉 =
n1n5

2π

(
g(2)uv +

1

2
Rg(0)uv

+
1

4

(
(S̃1

i(0))
2 − 2S̃1

i(0)S
1
i(0) + 4(S1

i(0))
2
)

g(0)uv

)
.

Using the asymptotic solution one may verify that these expressions satisfy the correct

Ward identities

〈T u
u 〉 = = −S1

i(0)〈OS1
i
〉 + A (E.4)

Dv〈Tuv〉 = −〈OS1
i
〉DuS1

i(0). (E.5)

The first term on the r.h.s. is the standard term due to the coupling of the source S1
i(0) to

an operator of dimension one. The conformal anomaly A is given by

A =
c

24π
R +

n1n5

2π
(S1

i(0))
2 ; c = 6n1n5 (E.6)

The first term is the standard gravitational conformal anomaly and the second the confor-

mal anomaly induced by the short distance singularities in the 2-point function of OS1
i

[49].

F. Three point functions from the orbifold CFT

In this appendix we discuss the relationship between three point functions computed in the

CFT on the symmetric product SN (T 4) with those in supergravity. The chiral primary

12In comparing with [47] one should note the factor of 2 difference in the source.
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operators are summarized in (8.1); their detailed construction is not important here, but

note that they are SN invariant and orthonormal. The operators (8.1) manifestly have the

correct dimensions and charges to correspond to the fields S
(r)I
k and ΣI

k in supergravity.

Moreover, as discussed in section 8 the most natural correspondence seems to be that given

in (8.4) although this choice is not unique.

Extremal three point functions of these operators have the following structure as N →
∞ [39]

〈
O(0,0)†

n+k−1(∞)O(0,0)
k (1)O(0,0)

n (0)
〉

=
1√
N

((n + k − 1)nk)1/2 ; (F.1)

〈
O(i)†

n+k−1(∞)O(0,0)
k (1)O(j)

n (0)
〉

=
1√
N

((n + k − 1)nk)1/2 δij ;

〈
O(2,2)†

n+k−1(∞)O(0,0)
k (1)O(2,2)

n (0)
〉

=
1√
N

((n + k − 1)nk)1/2 ;

〈
O(2,2)†

n+k−3(∞)O(0,0)
k (1)O(0,0)

n (0)
〉

=
2√
N

((n + k − 3)nk)1/2 ;

〈
O(2,2)†

n+k−1(∞)O(i)
k (1)O(j)

n (0)
〉

= − 1√
N

((n + k − 1)nk)1/2 ωi ∗ ωj;

〈
O(2,2)†

n+k+1(∞)O(2,2)
k (1)O(2,2)

n (0)
〉

= 0.

(Here we use ωi
aā as a basis for H(1,1)(T 4)).

The cubic couplings between scalars in supergravity were determined in [36, 26].

From (D.15) one sees that the couplings ΣΣΣ and ΣSS are generically non-zero whereas

the couplings SSS and SΣΣ are always zero. This implies that the corresponding ex-

tremal three point functions between chiral primaries determined in supergravity have the

following structures
〈
O†

Σp
∆
OΣp

∆1
OΣp

∆2

〉
6= 0;

〈
O†

Σp
∆
OSp

∆1
OSp

∆2

〉
6= 0;

〈
O†

Sp
∆
OΣp

∆1
OSp

∆2

〉
6= 0; (F.2)

〈
O†

Sp
∆
OSp

∆1
OSp

∆2

〉
= 0;

〈
O†

Σp
∆
OΣp

∆1
OSp

∆2

〉
= 0;

〈
O†

Sp
∆
OΣp

∆1
OΣp

∆2

〉
= 0,

where ∆ = ∆1 + ∆2. Note that such correlators would be determined in supergravity

either by a careful limiting procedure of non-extremal correlators (which uses directly the

cubic couplings mentioned above) or by reducing the six-dimensional action including all

boundary terms. In the latter case given that there are no bulk couplings SSS and SΣΣ

it seems that there would be no boundary couplings between such fields, and hence no

non-zero extremal correlators.

The correlators (F.1) and (F.2) clearly disagree if one makes the identification proposed

in (8.4). Given that this identification was not unique, one might wonder whether there

is a different linear map between supergravity and orbifold CFT operators such that the

correlators agree. Whilst we have not proved in full generality that this is impossible, the

following argument suggests that it is unlikely. Let Oa
1 = (O(0,0)

2 ,O(i=1)
1 ) denote two of

the dimension one CFT operators and Oα
2 = (O(0,0)

3 ,O(i=1)
2 ,O(2,2)

1 ) denote three of the

dimension two CFT operators. Let Ôa
1 = OSa

1
denote two dimension one operators dual

to sugra scalar fields and Ôα
2 = (OSa

2
,OΣ2) denote three of the dimension two operators
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dual to sugra fields. Next write the fusion coefficients in the corresponding extremal three

point functions in the orbifold CFT and supergravity as Cαab and Ĉαab respectively. Since

these are symmetric on the last two indices, rewrite them as (square) matrices Dαβ and

D̂αβ . Now the key point is that (F.1) and (F.2) imply that Dαβ has non-zero determinant,

but D̂αβ has zero determinant. Any linear maps between Oa
1 and Ôa

1 , and between Oα
2 and

Ôα
2 which preserve the two point functions will not map Dαβ to a zero determinant matrix

and therefore one cannot get agreement between (F.1) and (F.2) by making a different

identification between operators.

Whilst we have not extended this argument to higher dimension operators, it seems

more likely that the supergravity and orbifold CFT correlators disagree because of renor-

malization; there is no known non-renormalization theorem for these correlators.
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